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Abstract

An accurate resolution of shock structures is crucial to the design and load estimation

of objects flying beyond sound speed. The aero-thermal loads acting on objects cruising

at supersonic speed are very sensitive to the Mach number. Most spacecraft use a very

low safety factor. Accurate resolution of shock structures is essential for an optimal and

efficient space mission. High-resolution and higher-order schemes are needed to resolve

shock structures without much dissipation and dispersion. Higher-order schemes are gen-

erally computationally expensive per iteration but are computationally economical for a

given error. In addition to that higher-order schemes can able to resolve complex vortex

structures relatively better than lower-order schemes.

Some of the novel schemes with high-resolution higher-order properties are presented

in this work. These new schemes are computationally cost-effective than other schemes.

A new family of Runge-Kutta (RK) method is presented. They are optimized for stability

using an evolutionary algorithm and are suitable for shock-related problems. They out-

performed the classical, and strong stability Runge-Kutta method in terms of stability and

convergence. The procedures for obtaining higher-order schemes in uniform and non-

uniform mesh are explored. Conservative discretization leads to lower-order convergence

when a non-uniform grid is used. They can give a good convergence rate when a progres-

sivly streched grid is used. This phenomenon is analytically proved using symbolic based

code..

A second-order and a third-order limiter with excellent shock-resolution properties

are presented. They are ideal for problems with blast waves. In terms of shock-resolving
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properties, they outperformed other limiters. High-resolution schemes such as weighted

essentially non-oscillatory schemes (WENO) and limiter schemes are explored, and novel

schemes are presented. The classical WENO schemes are two-level schemes because they

stay at either third-order or fifth-order. The current scheme is a three-level scheme that

can deliver third-order, fourth-order and fifth-order accuracy. The current scheme has

a tuning parameter that can be tuned based on the problem requirement. The current

scheme outperformed other WENO schemes considered in this paper based on resolu-

tion and computational costs. A hybrid shock capture-fitting algorithm that can solve a

shock with three grid points is presented. Some of the standard and non-standard schemes

are explored in this work and have observed some significant improvements in terms of

computational costs and shock resolution property.
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1
Introduction

Analyzing a system or process is an essential part of our lives. Human evolution is re-

markable, perhaps because of their ability to analyze and optimize. First, to analyze the

system, we should model the system. Most systems can be modelled using differential

equations. Once the model has been identified, we should develop strategies to solve

the system. The strategies can be approximate or analytical. Approximate solutions can

be either a discrete solution or a series solution. The analytical solution offers the sim-

plest and most compact solution for the model. Unfortunately, due to its complexity and

non-linearity, most of the systems do not have an analytical solution. In this case, ap-

proximation methods and series solution methods have better applications than analytical

solutions. Series solution methods may not be available for most general partial differen-

tial equations (PDEs) due to convergence and non-linearity issues. In this case, discrete

solutions using numerical methods may be preferred over others.
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Most numerical methods such as Finite Difference Methods (FDM), Finite Volume

Methods (FVM), Finite Element Methods (FEM) can be integrated into a single-family

called Weighted Residual Method. Based on the weighting function that we use, we can

derive FDM, FVM, Galerkin-FEM, Ritz-FEM, etc. The weighted residual method re-

duces to FDM when an impulse or delta weighting function is used and reduces to FVM

when a unit weighting function is used. Based on the nature of the weighting function and

the shape functions used in the weighted residuals, different FEM families are derived.

In this work, we will focus on FDM and FVM because they are ideal for conservative

equations. Based on the nature of the characteristics, PDE can be classified as elliptical,

parabolic and hyperbolic. In some cases, the equation may have combinations of these;

for example, the Navier-Stokes equation has elliptical and hyperbolic characters. Hyper-

bolic equations are of interest among the different types of PDEs due to their wave-like

properties.

Fluid flow is one of the complicated systems that can be modelled using the partial

differential equation. Any fluid motion can be modelled using the Boltzmann equation

or Boltzmann transport equation which is derived by Ludwig Boltzmann in 1872. It

describes the statistical behaviour of the system in the non-equilibrium state. It is given

in eq. 1.1.
∂f

∂t
+

p

m
· ∇f + F · ∂f

∂p
=

(
∂f

∂t

)
coll

(1.1)

where, F (r, t) is the force field acting on the particle of mass m. p is momentum vector.

Although this equation looks simpler than the Navier-Stokes (NS) equation, it cannot be

solved easily. The collision term of f is difficult to obtain and is generally modelled, e.g.

Bhatnagar-Gross-Crook (BGK) model [1]. It is a statistical term that represents a particle

collision. In continuum assumption, the Boltzmann equation reduces to the NS equation.

We can drop viscosity in the NS equation at high-speed flows if we are not interested

in phenomena associated with the boundary layer. On dropping the viscous terms the

NS equation reduces to Euler equation. The Euler equation is relatively more difficult to

solve using numerical schemes than the NS equation due to lack of physical viscosity.

NS equation is computationally expensive to solve because the boundary layer is very

small; it is order of microns in supersonic flows. We need a very fine grid to resolve the
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boundary layer, which significantly increases computing cost. If we use a stretched grid,

it will increase the aspect ratio of the grid and reduce the solver’s accuracy and robustness.

The challenging part of the Euler equation is when two different characteristics interact,

leading to shock formation. These shocks are not only observed in the supersonic flow,

but also in the pipe flow when the valve is closed instantaneously.

In the aerospace industries, the factor of safety used is about 1.5 or less than that [2].

An accurate estimation of the load is essential to avoid mechanical related failure. Gen-

erally, the source of this load is aerodynamic or aero-thermal phenomena. The shocks

are responsible for both aerodynamic and aero-thermal loads. The shocks can increase

the drag and the temperature which causes severe stress to the structures. If the shocks

interact with the boundary layer, it may lead to severe thermal load. Even if the stress is

below the yield-stress, it may lead to aero-elastic failures.

1.1 Engineering failures could be because of loads due to

shocks

This section will briefly study some engineering failures likely due to a poor estimate of

fluid-dynamic or aero-thermal loads.

Soyuz 11 Disaster (6-Jun-1971) Soyuz 11 carried the crew that landed on the world’s

first space station. This disaster occurred due to the rupture of the breathing ventilation

valve leading to the death of three crew members in space. The valve failed due to the

force caused by the simultaneous activation of the explosive bolts holding the orbital

module and the descent module.

STS-1 (12-Apr-1981) In the solid rocket booster of this orbiter, ignition shock wave

increased the pressure four times more than the estimated value. This high pressure bent

the struts supporting reaction control system of the fuel tank and the orbiter’s flap was

pushed up and down by the shock waves.
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Figure 1.1: Variation of pressure ra-
tio and temperature ratio across normal
shock

Figure 1.2: Sensitivity of pressure ra-
tio and temperature ratio across normal
shock

STS-27 (6-Dec-1988) Ablative insulation material from the solid rocket booster hit the

orbiter during take-off. During the re-entry phase, more than 700 tiles were damaged,

and one was missing. This shuttle could be one of the heavily damaged shuttles that were

safely returned to Earth.

STS-107: Space Shuttle Columbia Disaster (1-Feb-2003) In Columbia Space Shuttle,

a piece of foam broke off the shuttle, causing damage to the thermal protection system.

This led to the death of seven astronauts, including Kalpana Chawla, the first woman of

Indian descent to go to space during the reenty phase.

Some of the space shuttle accidents that have occurred in the past could have been

caused by shocks. Failure due to shocks on the hydraulic actuators or the control surface

is common in fighter aircraft. An accurate assessment of the shock is essential in the

critical manoeuvring of the aircraft at high speed or in the re-entry phase of space shuttles.

This causes heavy loads in the form of mechanical and thermal loads on the airframes.

1.2 Waves and hyperbolic equations

Waves provide solutions to some of the most challenging real-world problems. It could

be gravitational waves, which are disturbances in the gravitational field, which spread
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based on general relativity, plasma waves, linking the mechanical and electromagnetic

fields. Wave can be defined as a disturbance that travels through a medium, gradually

transferring energy from one point to another without transporting matter. Wave may

take the form of elastic deformation or variation in pressure, electrical or magnetic inten-

sity, electrical potential or temperature. Waves can be broadly classified as mechanical

waves (requiring a medium) and electromagnetic waves (do not require a medium). In

this study, we look at mechanical waves. Some popular waves are listed in the table 1.1.

Most of the wave equations show hyperbolic characters. The governing equations are

hyperbolic if all the eigenvalues of the Jacobian matrix of the system are real. Let us

consider a system of s first-order partial differential equations for s unknown functions

u⃗ = (u1, . . . , us), u⃗ = u⃗(x⃗, t), where x⃗ ∈ Rd

∂u⃗

∂t
+

d∑
j=1

∂

∂xj
f⃗ j(u⃗) = 0, (1.2)

where f⃗ j ∈ C1(Rs,Rs), j = 1, . . . , d. The Jacobian of f⃗ j is

Aj :=


∂fj1
∂u1

· · · ∂f
j
1

∂us
...; . . . ...

∂fjs
∂u1

· · · ∂f
j
s

∂us

, for j = 1, . . . , d.

Let α1, . . . , αd are the Eigen values of the Jacobian matrix. The eq. 1.2 is hyperbolic if

for all α1, . . . , αd ∈ R

Numerical methods for solving hyperbolic equations introduce numerical dissipation

and dispersion in the solution. Numerical phenomena that reduce the magnitude of the

signal more than physical dissipation are called numerical dissipation. The signal speed

is related to the wavenumber. Different wavenumbers may travel at a different speed,

leading to numeric dispersion. The numerical scheme should minimize those error. The

factor of safety used in the aerospace applications is very low. Flow parameters are also

highly sensitive to the Mach number (figure 1.2). So, in the high-precision load analysis

of the spacecraft, an accurate numerical scheme is unavoidable.
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Table 1.1
Popular wave equations

Name Equation

Electromagnetic wave

(
v2ph∇2 − ∂2

∂t2

)
E = 0(

v2ph∇2 − ∂2

∂t2

)
B = 0

vph =
1

√
µε

Schrodinger equation iℏ ∂
∂t
Ψ(r, t) =

[
−ℏ2
2m

∇2 + V (r, t)
]
Ψ(r, t)

Dirac equation
(
βmc2 + c

∑3
n=1 αnpn

)
ψ(x, t) = iℏ∂ψ(x,t)

∂t

Shallow water

∂(ρη)

∂t
+
∂(ρηu)

∂x
+
∂(ρηv)

∂y
= 0,

∂(ρηu)

∂t
+

∂

∂x

(
ρηu2 +

1

2
ρgη2

)
+
∂(ρηuv)

∂y
= 0,

∂(ρηv)

∂t
+
∂(ρηuv)

∂x
+

∂

∂y

(
ρηv2 +

1

2
ρgη2

)
= 0.

Navier-Stokes ρ
Du

Dt
= −∇p̄+ µ∇2u+ 1

3
µ∇(∇ · u) + ρg

Frank-Tamm formula
d2E

dx dω
=
q2

4π
µ(ω)ω

(
1− c2

v2n2(ω)

)
Lee wave N =

√
g

θ0

dθ0
dz

Non-dispersive Wave Equation ∇2A =
1

v2
∂2A

∂t2

KdV equation
∂y

∂t
+ αy

∂y

∂x
+
∂3y

∂x3
= 0

Benjamin-Bona-Mahony equation ut + ux + uux − uxxt = 0.
Elastic waves ρü = f + (λ+ 2µ)∇(∇ · u)− µ∇× (∇× u)

Burgers equation ut + uux − auxx = 0
Fisher equation ut − uxx − u (1− u) = 0

Sine Gordon equation utt = auxx + b sin (λu)

Cubic Schrodinger equation iut + uxx + q |u|2 u = 0
Boussinesq equation utt − uxx + 3uuxx + αuxxxx = 0
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1.3 Linear and non-linear hyperbolic equations

Simplest one-dimensional hyperbolic equation is linear convection equation. The equa-

tion is
∂u

∂t
+ c

∂u

∂x
= 0 (1.3)

In simple convection equations, information is propagated at a constant velocity so that

the initial condition (IC) moves at a velocity of c. For the initial condition

g(x) =


0 if x < 0

k if 0 ≤ x ≤ 1

0 if x > 1

(1.4)

where k > 0, all the characteristics in x/t planes never interact. So there is no complexity

in the analytical solution. The characteristics are given in figure 1.3a.

(a) Convection equation (b) Burgers equation (c) Burgers equation

Figure 1.3: Solution in x/t plane

The inviscid Burgers equation is

∂u

∂t
+ u

∂u

∂x
= 0 (1.5)

In the Burgers equation, information is propagated at a speed of u. For the IC given

in eq. 1.4, the velocity is high in some regions and low in some regions. The possible

solutions are shown in Figure 1.3b and Figure 1.3c. There is a jump in the expansion

region in Figure 1.3b (empty space). In addition to that, it did not explain the propagation

of signal when two characteristics interact. So this is a wrong and incomplete solution,
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and it also violates the condition of entropy. Figure 1.3c shows the exact solution for

the Burgers equation. It clearly explains the expansion region formed by the left signal

moving slower than the right signal. Also, it explains the phenomenon of interaction

between the two characteristics leading to the formation of a shock when the left signal

speed is more than the right. In such cases, two or more characteristics may merge and

form a single wave with discontinuity in flow variables. The degree of discontinuity

depends on the speed of the waves.

The solution procedure is relatively different from the linear PDE even for simple

non-linear equations. In cases of coupled non-linear equations, it becomes relatively more

complex. The numerical scheme should take into account the physics and allow for the

solution to be stable. Please refer to [3, 4] for more details on the Burgers equation.

1.4 Challenges in numerical methods

In this section, we shall study some of the challenges in the solution procedures en-

tailed in the numerical algorithm when we solve some simple equations and complicated

non-linear equations using the higher-order schemes. Finally, we will investigate the ad-

vantages of higher-order high-resolution schemes and well-stable numerical schemes for

solving non-linear equations. In this report, we define well-stables schemes are the opti-

mized explicit schemes that allow relatively more time step than classical explicit schemes

of same order. In this chapter, some of the basic results are presented for simple test cases.

The detailed algorithm to achieve those solutions and the solutions of complicated test

cases are presented in the next few chapters.

1.4.1 Linear and non-linear equations

We use linear approximations in the algorithm to solve non-linear equations. We will

study one of the basic linearization techniques used to solve the Navier-Stokes(NS) equa-

tion in pressure-based solvers. The integral form of the x-momentum equation on a non-
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deformable control volume is

∆x∆y

∆t
(un+1

i,j − uni,j) =

−
¨ [

∂

∂x

(
u2 − 1

Re

∂u

∂x

)
+

∂

∂y

(
uv − 1

Re

∂u

∂y

)]
dxdy −

¨
pdxdy

∆x∆y

∆t

(
un+1
i,j − uni,j

)
+
(
E1
i+ 1

2
,j
− E1

i− 1
2
,j

)
∆y +

(
F 1
i,j+ 1

2
− F 1

i,j− 1
2

)
∆x

+
(
pn+1
i+1,j − pn+1

i,j

)
∆y = 0

where E1 and F 1 are defined as E1 = u2 − 1
Re

∂u
∂x

and F 1 = uv − 1
Re

∂u
∂y

; E1 and F 1 are

axial and transverse fluxes of x-momentum.

E1
i+ 1

2
,j
= 0.25 (ui,j + ui+1,j)

2 − 1

Re

(ui+1,j − ui,j)

∆x

E1
i− 1

2
,j
= 0.25 (ui−1,j + ui,j)

2 − 1

Re

(ui,j − ui−1,j)

∆x

F 1
i,j+ 1

2
= 0.25 (vi,j + vi+1,j) (ui,j + ui,j+1)−

1

Re

(
ui,j+1 − ui,j

∆y

)

F 1
i,j− 1

2
= 0.25 (vi,j−1 + vi+1,j−1) (ui,j−1 + ui,j)−

1

Re

(
ui,j − ui,j−1

∆y

)
The linearized form of these equations are

E1
i+ 1

2
,j
= 0.25

(
uni,j + uni+1,j

) (
un+1
i,j + un+1

i+1,j

)
− 1

Re

(
un+1
i+1,j − un+1

i,j

)
∆x

(1.6a)

E1
i− 1

2
,j
= 0.25

(
uni−1,j + uni,j

) (
un+1
i−1,j + un+1

i,j

)
− 1

Re

(
un+1
i,j − un+1

i−1,j

)
∆x

(1.6b)

F 1
i,j+ 1

2
= 0.25

(
vni,j + vni+1,j

) (
un+1
i,j + un+1

i,j+1

)
− 1

Re

(
un+1
i,j+1 − un+1

i,j

)
∆y

(1.6c)

F 1
i,j− 1

2
= 0.25

(
vni,j−1 + vni+1,j−1

) (
un+1
i,j−1 + un+1

i,j

)
− 1

Re

(
un+1
i,j − un+1

i,j−1

)
∆y

(1.6d)

Eq. 1.6 is the linearized NS equation where i and j points are evaluated at different

time level to avoid non-linearity. We can also observe another interesting linearization

in the classical Roe-solver which leads to an expansion shock that is unphysical. Us-
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ing secant-plane approximation, the non-conservative form of the Euler equation can be

written as

F(UR) = F(UL) +ARL(UR −UL) (1.7)

where,

U =


ρ

ρu

ρeT

F =


ρu

ρu2 + p

ρhTu



A =


0 1 0

γ−3
2
u2 (3− γ)u γ − 1

−uhT + 1
2
(γ − 1)u3 hT − (γ − 1)u2 γu


lets take

∆u = uR − uL ∆ρ = ρR − ρL, ∆hT = hRT − hLT (1.8)

Substitute eq. 1.8 in eq. 1.7, we get

∆(ρu)
γ − 1

γ−1
γ
∆(ρhT ) +

γ+1
2γ

∆(ρu2)

∆ (ρuhT )



=


0 1 0

γ−3
2
(uRL)2 (3− γ)uRL (γ − 1)

−uRLhRL + 1
2
(γ − 1)(uRL)3 hRLT − (γ − 1)(uRL)2 γuRL



×


∆ρ

∆(ρu)[
1
γ
∆(ρhT ) +

1
2γ
(γ − 1)∆ (ρu2)


Eq. 1.8 assumed that the discontinuity in the solution occurs only across the charac-

teristics and this is a valid assumption. But it may create a discontinuity in the rarification

fans which is unphysical. Even in the non-linear equations, we make some linearization

when solved using numerical methods. In the non-linear equation, when two character-
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istics from different families intersect and they may lead to the formation of the shocks.

The shocks cannot be handled using higher-order schemes without any sophistication be-

cause of the high value in the magnitude of the derivatives. Please note that high value

in the magnitude of the derivatives is not the only factor that affects the solution but one

of the key factors that affects the solution of higher-order schemes. In that case, we need

Riemann solvers to make the flows relatively smooth and solve the problem based on

the direction of the characteristics. Please refer section 2.5 for more details about the

requirement for the different steps in the high-speed solvers that may not be required in

the low-speed solvers.

1.4.2 Advantages of high-resolution scheme and higher-order schemes

High-resolution methods are the numerical methods that can resolve the discontinuity

without significant oscillations and dissipation. The oscillations present in the non-smooth

data using higher-order methods can be explained by Taylors series. The Taylors series

is:

f(x+ h) = f(x) + hf (1)(x) +
h2

2!
f (2)(x) +

h3

3!
f (3)(x) + ...O(∆x4) (1.9)

Eq. 1.9 converges when h < 1; h >> |f (1)(x)|; h2

2!
>> |f (2)(x)| and |hf (1)(x) +

h2

2!
f (2)(x)| >> |h3

3!
f (3)(x) + ...|. We can observe that the magnitude of the derivative

and grid size plays an important role in the Taylors series convergence and accuracy. The

smoothness is measured by the magnitudes of the derivatives of a given function. If the

magnitude of the derivatives is high, it leads to divergence. The problems having shocks

and discontinuity are likely to have high gradients so it may cause convergence issues in

the Taylors series. We need sophisticated algorithms to handle this and, they are called as

high-resolution schemes. Generally, high-resolution schemes are reconstruction schemes

which are monotone so they do not create oscillations in the reconstruction step.

Godunov’s order barrier theorem stated that: Any linear schemes higher than the first-

order is non-monotone. Non-monotonicity of a scheme mainly depends on the nature of

the solution, i.e. the magnitude of the derivatives, the order of the differential equation,

variation in the magnitudes of its eigenvalue, grid size and time step used. The safest

monotone region is the region defined by the positivity condition. The condition given by
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the positivity analysis may be an under-estimated value for some smooth and moderate-

smooth solution.

Figure 1.4 shows the solution of linear convection equation using forward in time first-

order backward in space scheme (FTBS) and forward in time and second-order backward

in space scheme (FTBS2) using CFL = 0.25 on the domain [-5, 5]. The initial condition

used is u(x, t) = exp(−5x2) and the solution is obtained using 101 grid points. The

solution at 1 s is shown in this figure. It is clear from this figure that the higher-order

scheme produced oscillations in the solution. We should be wary of using the higher-

order scheme when dealing with the non-smooth region, especially the discontinuities.

High-resolution schemes are designed to solve shocks without dispersion. The scheme

reduces to lower order and maintains monotonicity in the presence of shocks.

Higher-order methods may show a high convergence rate for problems with a smooth

solution. If the numerical methods show a higher convergence rate, they will converge

relatively faster to the exact solution. The convergence rate depends on the size of the

grid, the magnitude of the derivatives of the solution, and the discretization used. It is not

necessarily the case that higher-order methods always give a more accurate result than the

lower-order methods.

This section contains a brief case study of higher-order methods that show higher error

than lower-order methods in some grids. The test function is f(x) = exp(−32(x− 5)2)

and the derivative is obtained from the domain [-10 10]. The domain is discretized using

an arithmetic sequence grid of 50, 500, 5000 and 50000 grid points. The root mean square

(RMS) error of the derivative approximation is calculated and plotted against the number

of grid points in the log-log plot shown in figure 1.5.

The derivative is calculated using the first, second and third-order schemes. The initial

error of the first and second-order scheme is lower than that of the third-order scheme. The

third-order scheme is more accurate than the other methods considered here only when

the grid is refined. This is because the convergence rate of the third-order scheme is higher

than that of the first and second-order methods. Higher-order methods may not show a

theoretical convergence rate when resolving non-smooth data.

So far, we have studied the limitations of higher-order on non-smooth data. Now, we
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Figure 1.4: FTBS and FTBS2 for linear
convection equation

Figure 1.5: Convergence curve of dif-
ferent methods on derivative calculation

are going to study the advantage of higher-order schemes in a shock problem. The prob-

lem with shocks likely to have very high gradients. Theoretically, shocks are the location

that has an infinite slope. Since we cannot handle such an infinite slope in differential

models, we should spread shocks over several grid points. Shocks in the Navier-Stokes

(NS) equation always have a finite thickness order of molecular distance due to the vis-

cous term present in the equation. The Euler equation has no viscous term and admits a

solution that has a step-like discontinuity. To stabilize the solver, we always add artificial

dissipation. Non-physical viscosity may be introduced by including directional-based

solvers or using Riemann solvers or adding a scalar dissipation term to the governing

equation. Figure 1.6, shows the viscous Burgers equation solution with viscosity (ν) 0.1

and 0.01. The viscous burgers equation is

∂u

∂t
+ 0.5

∂u2

∂x
= ν

∂2u

∂x2
(1.10)

The figure shows that when viscosity is increased, the shock spreads over several grid

points and spreads in magnitude. When solving the problem using a numerical scheme,

the magnitude of the derivatives is reduced due to added dissipation. In this case, higher-

order schemes may be appropriate. We will study the performance of higher and lower

order schemes on the Euler equation using some standard initial conditions. The test

problems considered here are Sod shock tube problem [5], right expansion and left strong
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Figure 1.6: Solution of viscous Burgers equation with viscosity 0.1 and 0.01 at 0.1 s

shock (RELS) and Mach 3 test case [6]. Here, we intend to demonstrate the advantage of

higher-order methods over lower-order methods. Numerical schemes, mathematics and

solutions are illustrated in the following chapters.

Comparison of the results of the first-order scheme, the second-order scheme using

minmod limiter, and WENO-JS scheme [7] evaluated on the Euler equation with three

initial conditions. For a given root mean square (RMS) error, the time and grid points

required to achieve a given error is tabulated in table 1.2. In this table, η = T imescheme

T imeWENO−JS
.

That shows WENO-JS is approximately 7.2 times computationally economical than the

second-order scheme for Sod test case. For a given RMS error, WENO-JS is at least

seven times computationally more economical than second-order minmod limiter for the

cases considered here. WENO-JS is 290 times more accurate than the first-order limiter

for Mach 3 test case. In all the test case considerer here, higher-order schemes are much

more accurate than the lower-order method. WENO-JS can theoretically give at least

third-order accuracy in the problem involving shocks. However, it cannot show the third-

order convergence when solving numerically in problems involving discontinuities, such

as shocks, where Taylor series approximations are not valid.
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Table 1.2
Comparison of different order of accuracy schemes on different benchmark problems

Test case Scheme RMS error Grid points Time η

Sod
WENO-JS 0.014266 400 3.21828 1
2nd order scheme 0.014705 900 23.2415 7.2217
1st order scheme 0.014543 2800 120.1137 37.3223

RELS
WENO-JS 0.157944 400 6.190975 1
2nd order scheme 0.156201 900 49.86687 8.0548
1st order scheme 0.156764 1800 82.72014 13.3614

Mach 3
WENO-JS 0.036704 390 6.97253 1
2nd order scheme 0.033434 900 71.91051 10.3134
1st order scheme 0.039399 8000 2021.416 289.9113

From the table 1.2, it is clear that the higher-order schemes are relatively more accu-

rate than the lower-order schemes. The higher-order schemes generally have a higher rate

of convergence than the lower-order scheme. Unfortunately, this may not be the reason

for this extraordinary performance of higher-order schemes over the lower-order schemes.

This is illustrated in figure 1.7. This figure shows the rate of convergence of the second-

order scheme and WENO-JS for different test cases considered. As expected, they did not

show the expected rate of convergence for the problem involving shocks. In most of the

cases, they did not show linear convergence in the log-log plot of error versus the number

of grid points.

The average line slope in figure 1.7 is tabulated in table 1.3. It is clear from the table

that the convergence rate of the second-order scheme and the WENO-JS is less than one.

Log-log computational time plot of the second-order method and WENO-JS vs grid point

number is shown in Figure 1.8. In the log-log plot, the computational time increases

linearly with the number of grid points, and the slope of the line is approximately two in

all the test cases considered. From this relationship, we can approximately estimate the

run-time of a particular problem at different grid points. In table 1.3, re is the average

slope of the line in figure 1.7 and rt is average slope of the line in figure 1.8.

Figure 1.9 shows the log-log plot of the number of iteration, time versus the number of

grid points in a supersonic flow past a 10◦ wedge with an inflow Mach number 1.5. This

also shows linearity in the log-log curve and the slope of the computational time curve is

1.3121. The computational time is directly proportional to the square of the number of
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(a) Second-order scheme (b) WENO-JS scheme

Figure 1.7: The log-log plot of RMS error vs number of grid points.

Table 1.3
Average slope of the log-log plot in figure 1.7 and 1.8

Schemes Test cases rt re
Sod 2.0668 -0.3822

2nd order scheme RELS 1.8861 0.0064
Mach 3 1.9768 -0.5025
Sod 1.9934 -0.6277

WENO-JS RELS 1.9856 -0.021
Mach 3 1.9667 -0.9184

grid points for shock tube problem and 1.3121 for supersonic flow past a wedge.

1.4.3 The advantage of well-stable explicit schemes

The Current-Friedrichs-Lewy number (CFL) is defined as CFL = c∆t
∆x

. It is a non-

dimensional number that defines the stability limits of the numerical scheme of the dif-

ferential equation. ∆x and ∆t are grid size and time step; c is the characteristic velocity

of the hyperbolic equation. CFL is not the only parameter that affects the stability limit;

other parameters, such as the initial condition and boundary condition, also play a role in

determining the stability of the numerical method. If we push the discretization stability

limit for a given equation, it will significantly reduce the computational cost by allowing

a larger time step. This will reduce the computational cost, but it will also increase the

truncation error.
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(a) Second-order scheme (b) WENO-JS scheme

Figure 1.8: The log-log plot of computational time vs number of grid points.

Table 1.4
Variation of error and computational
time for different CFL number for Sod
test case using 2nd order scheme.

CFL Time Error
0.1 31.78174 0.020098113
0.2 14.42127 0.02196497
0.4 6.326084 0.024517284
0.6 4.054642 0.025206254

Table 1.5
Variation of error and computational
time for different CFL number for Sod
test case using WENO-JS.

CFL Time Error
0.1 19.19856 0.014380815
0.2 11.98532 0.014371849
0.4 4.992381 0.014324188
0.8 1.951299 0.01445243
1 1.520889 0.024856074
1.1 1.344956 0.024839349

Table 1.4 shows the variation of RMS error at 0.1 s on Sod shock tube problem for

differentCFL number using 2nd order scheme. From the table, we can see that increasing

the CFL number increases the error and reduces the computational cost. The reduction

in computational time is higher than the error, so it is beneficial to push the CFL problem

limit. Similarly, table 1.5 shows the variation of RMS error at 0.1 s on Sod shock tube

problem for differentCFL numbers using WENO-JS. Here, too, the trend is similar to the

2nd order scheme. The slope of the second-order scheme and the WENO-JS in figure 1.10

is -1.1419 and -1.1410 respectively.

17



H

Figure 1.9: Log-log plot of time, itera-
tion vs number of grid points for super-
sonic flow past a wedge

Figure 1.10: Log-log plot of CFL
number versus computational time for
Sod test case.

1.5 Some of the objectives of the schemes developed in

this work are:

• The scheme should be higher-order

• It should be high-resolution.

• It should allow relativity large time-step and CFL number.

• It should be computationally economical.
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2
Governing Equation and Discretization

Most of the physical phenomena are modelled using ordinary differential equations (ODEs)

or partial differential equations (PDE). PDEs can be categorized as elliptical, parabolic or

hyperbolic, or hybrid (mix) of these classes. In this PDE classification, hyperbolic PDEs

have a wave-like solution. In this work, most simulations are performed for convection-

dominated problems. The differential equation used in this work are the linear convec-

tion equation, convection-diffusion equation, inviscid Burgers equation, viscous Burgers

equation and the Euler equation.

At high Mach numbers, the Euler equations are used as the preliminary method to

obtain a solution to an aerodynamics problem. This is generally used in conditions where

viscous effects are negligible and can be ignored. Although the computational cost of the

Euler equation is much lower than that of the Navier-Stokes (NS) equation, it is compara-

tively more difficult to stabilize the Euler equation when using numerical methods. This is
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due to the lack of viscosity in the Euler equation. The NS calculations are computationally

expensive, as boundary layer resolution requires smaller time steps.

2.1 Linear convection equation

Linear convection equation is the simplest hyperbolic equation which represents the trans-

port of a property. The convection equation is given as

∂u

∂t
+ c

∂u

∂x
= 0

This equation propagates the initial condition with a given speed (c) without changing its

shape.

For an initial condition

u(x, 0) = u0(x)

The solution is

u(x, t) = u0(x− ct)

This equation is highly sensitive to CFL number, grid size, initial condition and dis-

cretization. This equation is widely used examine a new method for improving the dissi-

pation and dispersion error for numerical discretization.

2.2 Linear convection diffusion equation

The convection-diffusion equation is the simplest equation that describes both convection

and a diffusion phenomenon. In general, the governing equation of several flows has both

convection and diffusion terms. This equation is used to analyse the numerical methods

used to model the two phenomena together. When a drop of dye is placed in a river, the

movement of the ink in the direction of the movement of the water is modeled by convec-

tion term. Spreading or diffusion of dye in water is modelled using diffusion term. The

linear convection-diffusion equation is has both the term in its so it is a ideal equation to

understand simple transport phenomenon with diffusion. The standard linear convection
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diffusion equation is
∂u

∂t
+ c

∂u

∂x
−D

∂2u

∂x2
= 0

2.3 Burgers equation

Burgers equation is a quasi-linear equation that was first introduced by Harry Bateman

in 1915 [8]. The inviscid form of the Burgers equation has only the convection term; the

viscous form has both convection and diffusion terms. The general Burgers equation is:

∂u

∂t
+ u

∂u

∂x
= ν

∂2u

∂x2
(2.1)

Inviscid Burgers equation can be solved using the Method of Characteristic (MOC) in

some situations. If the characteristics of the equation intersect, shocks are produced, and

classical equation procedures cannot be applied. Chandrasekhar [9] provides an explicit

solution to the Burgers equation for linear initial conditions (IC). Viscous Burgers equa-

tion can be converted into a linear equation by using Cole-Hopf transformation [10]. The

solution to this linear equation can be obtained and an inverse Cole-Hopf transformation

can be done to obtain the solution for the original equation.

2.4 Euler equation

One-dimensional Euler equation in conservative differential form is

∂U

∂t
+
∂F

∂x
= 0 (2.2)

U =


ρ

ρu

ρE

 F =


ρu

ρu2 + p

u(ρE + p)


where ρ is density, u is velocity, p is pressure, et is specific total energy. E = 1

γ−1
p
ρ
+ 1

2
u2

for calorically perfect gas. Solving a problem using conservative discretization is more

accurate compared to non-conservative discretization in terms of obtaining exact shock
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speed based on Rankine-Hugoniot jump conditions.

2.4.1 Non-conservative form

Eq. 2.2 can be written as:
∂U

∂t
+

(
∂F

∂U

)
∂U

∂x
= 0 (2.3)

The Jacobian matrix A =
(
∂F
∂U

)
is:

A = ∂F
∂U

=


0 1 0

(γ − 3) q
2

2
(3− γ)u (γ − 1)(

γ−1
2
u2 −H

)
u H + (1− γ)u2 γu


where H = E + p

ρ
. Eq. 2.3 can be written as

∂U

∂t
+A

∂U

∂x
= 0 (2.4)

Eq. 2.4 is not equivalent to linear convection equations because A is not a diagonal

matrix. So we cannot assume that the conserved variable U is convected with the velocity

A. A can be diagonalized using Singular Value Decomposition (SVD). The left and right

eigen vectors of A can be found using symbolic packages such as Matlab, Mathematica,

etc.

SVD of Jacobian flux is A = RΛL. where,

Λ =


u− c 0 0

0 u 0

0 0 u+ c



R =


1 1 1

u− c u u+ c

H − uc u2

2
H + uc



L =


1
2

(
γ−1
2c2
u2 + u

c

)
−1

2

(
γ−1
c2
u+ 1

c

)
γ−1
2c2

1− γ−1
2c2
u2 γ−1

c2
u −γ−1

c2

1
2

(
γ−1
2c2
u2 − u

c

)
−1

2

(
γ−1
c2
u− 1

c

)
γ−1
2c2
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The solution method usually followed in high-speed flows (density-based algorithm)

when implemented at low speeds, has convergence issues as one or more eigenvalues

approaches zero. This problem can be overcome by preconditioning the Euler equation.

Since this form of the Euler equation specifically has its eigenvalue and its eigenvector

in the formulation, it can be modified. Also, matrix-based dissipation schemes use this

formulation to change the scheme for a problem by modifying these values.

2.4.2 Primitive form

U matrix cannot explicitly provide primitive variable, so we need extra steps to calculate

the primitive variables from U. Euler equation in the primitive variable is

∂W

∂t
+Aw ∂W

∂x
= 0

where,

W =


ρ

u

p

Aw =


u ρ 0

0 u 1
ρ

0 ρc2 u


Aw is co-efficient of primitive variable form of the Euler equation. If we diagonalize Aw

we get, Aw = RwΛLw, where,

Λ =


u− c 0 0

0 u 0

0 0 u+ c



Rw =


− ρ

2c
1 ρ

2c

1
2

0 1
2

−ρc
2

0 ρc
2

 Lw =


0 1 − 1

ρc

1 0 − 1
c2

0 1 1
ρc



This form is used generally in the analysis of the Euler equation and Riemann solvers.
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2.4.3 Characteristic form

It is reported that interpolation of the characteristic variable is relatively less oscillatory

compared to primitive and conservative variables [11]. To convert primitive variable form

of the Euler equation to characteristic form, we should multiply that by Lw

Lw
∂W

∂t
+ LwAw ∂W

∂x
= 0

simplifying yields,
∂Wc

∂t
+Λ

∂Wc

∂x
= 0 (2.5)

where,

∂Wc =


∂u− 1

ρc
∂p

∂ρ− 1
c2
∂p

∂u+ 1
ρc
∂p


Eq. 2.5 is the characteristic form of the Euler equation where all equations are decou-

pled; this is equivalent to three nonlinear advection equations. For adiabatic flows, the

characteristic variables can be integrated and are simplified to the form

∂Wc =


∂u− 1

ρc
∂p

∂ρ− 1
c2
∂p

∂u+ 1
ρc
∂p

 =


∂
(
u− 2

γ−1
c
)

∂s

∂
(
u+ 2

γ−1
c
)


Integral quantities are Riemann invariants. They are useful in solving the Euler equation

analytically for some special cases. The characteristic form of Euler equation is

∂

∂t

(
u− 2

γ − 1
c

)
+ (u− c)

∂

∂x

(
u− 2

γ − 1
c

)
= 0 (2.6)

∂s

∂t
+ u

∂s

∂t
= 0

∂

∂t

(
u+

2

γ − 1
c

)
+ (u+ c)

∂

∂x

(
u+

2

γ − 1
c

)
= 0

These equations are also used to implement characteristic boundary condition.
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2.4.4 Parametric form

Most of the discretization is carried out in the conservative form. However, the conserva-

tive form does not explicitly provide primitive variables. The parametric form is useful

for the conversion of variables and the linearization of the Euler equation. The parameter

is Z

Z =
√
ρ


1

u

H

 =


z1

z2

z3


Conservative variable and flux are given as

U =


ρ

ρu

ρE

 =


z21

z1z2

z1z3
γ

+ γ−1
γ

z22
2

; F =


ρu

ρu2 + p

u(ρE + p)

 =


z1z2

z22 + p

z2z3


and the closure equation for a calorically perfect gas is p = γ−1

γ

(
z1z3 − z22

2

)
We have studied various differential forms of the Euler equation. In the following

chapters, we will examine different discretization procedures to solve the Euler equation.

2.5 Why high-speed solvers are unique and differ from

the low speed solvers?

The general form of conservative equation is

∂U

∂t
+
∂F

∂x
= 0 (2.7)

On discretizing the above using the conservative discretization, it becomes

dU

dt
+

Fi+0.5(U)− Fi−0.5(U)

∆x
= 0 (2.8)

Eq. 2.7 is a partial differential equation and can be converted to an ordinary differential
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equation using method of line (MOL). Then the eq. 2.8 becomes

dU

dt
+

Fi+0.5(U)− Fi−0.5(U)

∆x
= 0 (2.9)

Since the Euler equation is difficult to analyze and study, we could use simple equa-

tions such as the Burgers equation or the simple hyperbolic linear convection equation.

We may gain some insight from simple convection equations or Burgers equations, but

we should bear in mind that all the aspects we infer from the simple model might not be

valid for the Euler equation.

We need F(U) at (i+ 0.5) and (i− 0.5) to solve 2.9. This value of F(U) at (i+ 0.5)

and (i− 0.5) cell-interface value is obtained by interpolating cell-average value. Higher-

order schemes are accomplished depending on the procedure in which the interpolation

is carried out. Since high-speed flow problems involve steep gradients in its solution, the

numerical schemes are prone to the Runge phenomenon. Oscillations in the solution can

therefore occur. We need some special tools to deal with this issue. This problem is not

common in low-speed solvers because the solution is smooth in most cases.

In order to calculate face value which is defined in between two cell centres, we need

one interpolation function. The second order interpolation function is

Ui+0.5 = Ui +
1

2

dU

dx
O(∆x2) (2.10)

The slope dU
dx

can be calculated in different ways.

dUc

dx
=

Ui+1 −Ui−1

2∆x
O(∆x2) (2.11a)

dUp

dx
=

Ui+1 −Ui

∆x
O(∆x) (2.11b)

dUm

dx
=

Ui −Ui−1

∆x
O(∆x) (2.11c)

Taylor series may not perform well on the non-smooth solutions, so we will evalu-
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ate the performance of the interpolation function on a non-smooth solution. Figure 2.1a

shows the interpolation of the unit step function using different slope estimates from

eq. 2.11. Of the various slope estimators, atleast one slope estimator will work well

in the entire region. This principle is important for high-speed flow solvers, and this

is achieved by non-linear switches such as limiter or WENO. More about limiters and

WENO schemes can be found in chapter 5 and chapter 6. Once we get (i + 0.5) and

(i− 0.5) states, the derivative cannot be determined directly as oscillations may occur.

In Figure 2.1a, the solution ymi+0.5 shows oscillations because the slope of the step

function at the upper arm is positive, but the slope suddenly becomes zero in the analytical

solution when x > 0. Since ymi+0.5 is calculated using i and i − 1, it has a positive slope

and the first value after x > 0 is overestimated. Therefore, we observe an overshoot

in the figure 2.1a. Since ypi+0.5 is calculated from i and i + 1, zero slope is calculated

exactly after x > 0, and there are no oscillations. Slope calculated using ymi+0.5 generates

a problem and can be managed by manipulating the slope. If the smallest magnitude is

used between Ui−Ui−1

∆x
and Ui+1−Ui

∆x
, the solution will not oscillate. This principle is used

in the minmod limiter, which fits well for most of the flow problems. It is note worthy

that central scheme (yci+0.5) produced oscillations at all the sharp corners. Another way

to eliminate this oscillation is by the use of the ENO/WENO scheme. We can study the

concept behind it by using a step function test case.

Figure 2.1b demonstrates the interpolation of the step function using third-order poly-

nomials. These polynomials are

p0i+0.5 =
1

6
(−ūi−1 + 5ūi + 2ūi+1)

p1i+0.5 =
1

6
(2ūi + 5ūi+1 − ūi+2)

p2i+0.5 =
1

6
(2ūi+3 − 7ūi+2 + 11ūi+1)

In Figure 2.1b, the left side of p0i+0.5 does not oscillate and the right side of p2i+0.5 does

not oscillate. This concept is used in the Essentially Non-Oscillatory Scheme (ENO) to

obtain a monotone scheme. Although not all of the polynomials used in the ENO scheme
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(a) Using different slopes (b) Using third order scheme

Figure 2.1: Interpolation on a step function

are monotone, the resulting scheme is monotone. This observation contradicts the order

barrier theorem and the monotone region in the Sweby diagram. Order barrier theorem

states that all schemes higher than the first order are non-monotone. Third-order schemes

developed using the ENO scheme will not fall under the Sweby diagram.

Forward in time and central in space (FTCD2) scheme is given as

dU

dt
+

F(U)i+1 − F(U)i−1

∆x
= 0 (2.13)

Forward in time and backward in space (FTBS) scheme is given as

dU

dt
+

F(U)i − F(U)i−1

∆x
= 0 (2.14)

Forward in time and forward in space (FTFS) scheme is given as

dU

dt
+

F(U)i+1 − F(U)i
∆x

= 0 (2.15)

Figure 2.2 and figure 2.3 show the solution of the advection equation moving from

left to right and from right to left, respectively. The advection equation is retained by

F(U) = cu in eq. 2.9, where the advection velocity is c. The initial condition used is

u(x, 0) = tanh(10000x) + 1 with c = ±0.1. In Figure 2.2, FTBS is able to give a
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(a) Using FTCD2 scheme (b) Using FTBS scheme (c) Using FTFS scheme

Figure 2.2: The solution of advection equation when moving left to right

(a) Using FTCD2 scheme (b) Using FTBS scheme (c) Using FTFS scheme

Figure 2.3: The solution of advection equation when moving right to left

reasonable result and other schemes are unstable, but in Figure 2.3, FTFS has produced a

good result. The conclusion that we can get from this is when the wave moves from left

to right FTBS should be used, and when the wave moves from right to left, FTFS should

be used. This is the basis of the Godunov scheme. In the case of the advection equation,

the directional characteristics are simple. In the case of non-linear coupled problems, the

directional characteristics are not straight forward, and the Singular Value Decomposition

can be used to find directional characteristics. In Lax Friedrichs scheme, it is taken care

by the following expression

F(U) = F+(U) + F−(U)

dF+(U)

dU
≥ 0

dF−(U)

dU
≤ 0

Then the Lax-Friedrich splitting is

F± =
1

2
[F(U)± αU] (2.17a)
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(a) RK5CD8 with step-like IC (b) RK5CD8 with Gaussian IC

Figure 2.4: The solution of advection equation using RK5CD8

α = max
Λ

|F′(U)| (2.17b)

Different Riemann solvers use a different procedure to calculate wave speed and pro-

vide bias as described in 2.6.2. Let us try to solve the linear convection equation by using

a higher-order time integration. The most popular time integration scheme is the RK

method. Figure 2.4 shows the solution of the linear convection equation using RK5CD8.

We have already noted that the directional solvers are better than the central difference

scheme. In this case, the central difference scheme is oscillating but not blowing up while

using RK5CD8 (figure 2.4b). RK5CD8 does not show oscillations when using Gaussian-

like IC shown in Figure 2.4b. Explanations such as “FTBS are stable because the flow is

from left to right and the scheme obeys physics as it takes information from left to right”

may not be the exact explanation for this. There could be some physics beyond this which

can be explained by space-time approximate dispersion relation preserving analysis.

We shall study the performance of RK schemes based on directional discretization

and non-directional discretization. Figure 2.5 shows the result of a linear convection

scheme with directional based discretion (RK4BS) and non-directional based discretion

(RK4CD2). Directional based discretization has produced a better result than non-directional

based discretization. Generally, directional based discretization works and is relatively

more stable. The direction-based solution procedure is a sufficient condition, but not

always a necessary condition for the solution of the hyperbolic equation.
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(a) RK4CD2 with step-like IC (b) RK4BS with step-like IC

Figure 2.5: The solution of advection equation using RK4

We have already observed that the central difference scheme gives oscillations to the

step function in Figure 2.1a, so we will explore a few measures to address this.

FTCD2 scheme with second-order artificial viscosity can be written as

dU

dt
+

F(U)i+1 − F(U)i−1

∆x
− ν

F(U)i+1 − 2F(U)i + F(U)i−1

∆x2
= 0 (2.18)

Eq. 2.18 becomes FTBS when ν = c∆t∆x
2

for advection equation. Figure 2.6 shows

the solution of the linear advection equation using FTCD2 with added artificial viscosity.

This scheme is only consistent, if ν = c∆t∆x
2

, otherwise it is not even first-order accurate.

FTCD2 with artificial viscosity ν = 1.1 c∆t∆x
2

can provide a reasonable solution, even if it

is inconsistent. From this we can observe that adding viscosity can stabilize the solver, but

only to a threshold value. Adding artificial viscosity beyond this threshold value may lead

to instability. The instability in Figure 2.6d can be explained empirically by the positivity

principle. We refer to [12] for more details. The condition for stability is:

CFL2 ≤ 2ν

∆x2
≤ 1 (2.19)

Adding artificial viscosity is a powerful and computationally effective way to stabilize

the Euler equation. The most popular artificial viscosity based solver (scalar viscosity)

is the JST scheme. This section focuses on the various reconstruction algorithms, the
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(a) Using FTCD2 scheme with ν = 0 (b) Using FTCD2 scheme with ν = c∆t∆x
2

(c) Using FTCD2 scheme with ν = 1.1 c∆t∆x
2 (d) Using FTCD2 scheme with ν = 1.5 c∆t∆x

2

Figure 2.6: The solution of advection equation when moving right to left using FTCS2
with artificial viscosity
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First order 
scheme

Higher order 
scheme
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Riemann solver
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Figure 2.7: Discretization steps in high speed flows

Riemann solver, and the scalar dissipation used in the Euler equation, using a simple test

case based on the advection equation. We can draw some inference from these simple

equations, but we should not expect all the inferences we obtain from the linear equation

to apply to the Euler equation.

2.6 Discretization of the Euler equation

Conservative discretization can accurately predict shock speed, so it is used in this work.

Discretization procedures for structured and unstructured mesh are presented here. The

discretization step has two main components – time discretization and space discretiza-

tion.

2.6.1 One-dimensional discretization of Euler equation

Formulating the integral form of the Euler equation by volume averaging in the cell Ii ≡

[i− 0.5, i+ 0.5] and using the method of line leads to,

dŪi

dt
= − 1

∆x
(Fi+0.5 − Fi−0.5) (2.20)
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where Fi+0.5 is numerical flux at the cell face computed from Fi+0.5 = F(UR
i+0.5,U

L
i+0.5)

and U ∈ IR. The second-order numerical flux can be achieved by evaluating UR
i+0.5,

UL
i+0.5 given in eq. 2.21

UL
i+0.5 = Ui +

∆x

2
dU(U+,U−) UR

i+0.5 = Ui+1 −
∆x

2
dU(U+,U−) (2.21)

Unlike incompressible flow, we cannot directly calculate dF or dU due to the presence

of shocks in the compressible flow. Limiting the value of dU using a slope-limiter should

be carried out, otherwise non-physical oscillations would appear in the solution. Non-

linear reconstruction procedures such as Essentially Non-Oscillatory Scheme (ENO) or

Weighted Essentially Non-Oscillatory Scheme (WENO) may also prevent oscillations.

More details on WENO and limiters are presented in chapter 5 and chapter 6.

The standard conservative framework is based on the central discretization, so it may

not always be suitable for convection-dominated problems. The Euler equation is purely

convection-dominated, requiring a characteristic direction-dependent numerical scheme

or artificial viscosity for the stability. Once the left and the right states are calculated,

the values are transferred to the Riemann solver. The Riemann solver adds the necessary

artificial dissipation and makes the solution relatively smooth so that the flux gradient

can be calculated. In this work, the majority of numerical results are obtained using a

Riemann solver. Using artificial viscosity, we can obtain a solution without the use of a

Riemann solver. Jameson-Schmidt-Turkel Scheme [13] is one of the schemes based on

artificial viscosity.

2.6.2 Riemann solvers

Riemann solvers are generally used to find the solution of the discontinuous initial con-

dition. The exact Riemann solver is quite expensive so we have used approximate Rie-

mann solver. Some of the approximate Riemann solvers used here are Roe scheme, Lax-

Friedrichs scheme, Rusanov Flux, HLLC scheme and AUSM scheme. Though the in-

tegral form is used, we still calculate numerical derivatives across the shocks where the
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derivative does not exist. In some of the integral forms, there are no mathematical deriva-

tive terms but the final form has the numerical derivative term.

One-dimensional general form of the governing equation is

∂U

∂t
+∇ · F = 0

Formulating integral form of the equation by volume averaging leads to

ˆ
v

(
∂U

∂t
+∇ · F

)
dv = 0

Using Green-Gauss theorem

ˆ
v

∂U

∂t
dv +

˛
s

F.nds = 0

For one-dimensional case, with cell interfaces at i− 0.5 and i+ 0.5 and length ∆x

∆x
dŪ

dt
+ (Fi+0.5 − Fi−0.5) = 0 (2.22)

Eq. 2.22 has no spatial derivative term. It seems like a good formulation because we

do not need to worry about the spatial term’s differentiability.

On rearranging, one gets

dŪi

dt
= − 1

∆x
(Fi+0.5 − Fi−0.5) (2.23)

The right-hand side of eq. 2.23 is similar to second-order central difference term.

Although eq. 2.23 looks like a second-order scheme, based on the way we reconstruct

Fi+0.5 and Fi−0.5, we can achieve higher-order discretization. In eq. 2.22, we eliminated

mathematical derivative term, but in eq. 2.23, we ended up in numerical derivative term.

Note that the numerical derivative is vulnerable to numeric dissipation and dispersion

errors.

Here, we are trying to calculate the numerical derivative across the shock, so we need
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smooth data and/or a fine grid. If the solution is not smooth, the Taylor series cannot be

used. If the Taylor series cannot give a good approximation, most of the higher-order nu-

merical schemes may fail. To provide smoothness to the solution, we may add dissipation.

This dissipation can be added manually or by discretizing schemes based on directional

information or by both ways.

Some of the Riemann solvers add dissipation in both ways so that they can provide a

better solution than scalar dissipation for a given grid size. Please note that scalar dissi-

pation schemes are relatively simple and are computationally economical for a given grid

than for matrix-based dissipation schemes. As this work is dedicated to studying higher-

order high-resolution schemes, only a basic overview of Riemann solvers is presented,

and more importance is given to non-linear switches. The main objective of the Riemann

solver is to add dissipation based on the magnitude of discontinuity. The objective of

reconstruction schemes such as limiter, WENO etc. is to provide non-oscillatory input to

the Riemann solver. Here, we shall study the role of Riemann solvers using Sod shock

tube problem.

1-D Euler equation is
∂U

∂t
+
∂F

∂x
= 0 (2.24)

U =


ρ

ρu

ρet

 F =


ρu

ρu2 + p

u(ρet + p)


Initial condition for Sod shock tube problem is:

(ρ, u, p) =

(1, 0, 1) x ≤ 0

(0.125, 0, 0.1) x > 0

FVM discretization gives

dŪi

dt
= − 1

∆x
(Fi+0.5 − Fi−0.5) (2.25)

We used the WENO scheme to calculate Fi+0.5 and Fi−0.5. The WENO algorithm is

presented in section 6.

36



The initial velocity condition is zero, so the first and third rows of the flux matrix are

zero in the entire domain. Because of the zero value in the first and third rows of the flux

matrix, the derivative of the flux (dF
dx

) is also zero in the first and third rows. So the first

and the third rows will not change in the second time step, since the flux gradient at that

location is zero. The flow is driven by a disturbance caused by the pressure difference of

p in the second row of the flux vector. We know that these disturbances propagate at least

at the speed of sound.

We can observe that the information propagation velocity in the numerical scheme

is not matching with the physics. Over the time, the numerical scheme may attain the

information propagating velocity of the actual equation but the initial transition should

be improved. When we do small analysis, we can note that time derivative matrix U

is not zero. We can make a relationship between U and F by linearization that is F =

ΛU, where Λ is a characteristic speed. There is no exact and straightforward relation

for Λ relating to U and F. This could be one reason why there are many formulations

for estimating the sound speed in different Riemann solvers, which is one of the most

challenging tasks.

Since dF
dx

is determined from a physical flux that has a mismatch in the propagation

velocity, it needs to be corrected. We observed that F = ΛU does not always have zero

in the first and the third rows based on the value of Λ. For the better prediction of the

information propagation velocity, this term (ΛU) can be included in the physical flux.

The Lax-Friedrich splitting is

F± =
1

2
[F(U)± αU] (2.26a)

α = max
Λ

|F′(U)| (2.26b)

Because ΛU is present in the Riemann flux, the first and third rows of the Riemann

flux are not zero. The additional term added to the physical flux corresponds to the phys-

ical flux’s dimension (MLT-mass, length, time). Changing ΛU is not the only way to fix

this issue, we can make many Riemann solvers with other variables related to flux.

The Riemann solvers diffuse the physical flux. In some conditions, the magnitude
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(a) First row of flux (ρu) (b) Second row of flux (ρu2+p) (c) Third-row (u(ρet + p))

Figure 2.8: Flux of Euler equation using Sod shock tube problem at approximately T =
0.0017 s

of the physical flux increases. This is required because − 1
∆x

(Fi+0.5 − Fi−0.5) is gen-

erally the first-order (theoretically) when the Riemann flux is different from the phys-

ical flux. In non-smooth regions, Riemann flux is different from physical flux when

higher-order terms lose their importance in parabolic reconstruction procedures. The term

− 1
∆x

(Fi+0.5 − Fi−0.5) is first-order accurate even on the moderate non-smooth regions.

First-order schemes are diffusive; we can improve the result by adding anti-diffusion

terms. Some of the Riemann solvers increase the magnitude of the physical flux for better

resolution in some regions.

Figure 2.8 displays the Euler equation flux after the first time-step in the Sod shock

tube problem at flow time t = 0.0017s. It is obvious from the figure 2.8a and the fig-

ure 2.8c that the Riemann solver flux calculated using Rusanov’s method is different from

the physical flux. We have already studied that the spike is caused by the term ΛU, which

makes the speed of information propagation more sophisticated. Figure 2.9 shows the flux

of the Euler equation with the initial condition of the Sod shock tube problem. It is clear

from Figure 2.9b that Riemann solver may not always reduce the amplitude of the signal.

So we can conclude that all Riemann solvers have diffusion and/or anti-diffusion terms.

Good Riemann solver should avoid oscillations at any cost of the solution. Although FR

is oscillatory in Figure 2.10, the output of the Riemann solver is not oscillatory.

Roe scheme

Roe scheme [14] is based on the Godunov scheme. It gives an approximate flux at the

interface. Classical Roe does not satisfy entropy condition so Harten entropy fix [15]
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(a) Second row of the flux (ρu2 + p) (b) Second row of the flux (ρu2 + p)

Figure 2.9: Flux of Euler equation with Sod IC

(a) Second row of the flux (ρu2 + p) (b) Second row of the flux (ρu2 + p)

Figure 2.10: Flux of Euler equation with Sod IC
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based on jump present in the conserved variable is employed.

The general form of Riemann solver is,

Fq =
1

2

[
F(UR) + F(UL) + Ãn

(
UR −UL

)]
(2.27)

where Ãn is Jacobian of Roe-averaged quantities. The Roe-averaged primitive variables

are

ρ̃ =
√
ρLρR

ũ =

√
hLuL +

√
hRuR√

hR +
√
hL

ṽ =

√
hLvL +

√
hRvR√

hR +
√
hL

c̃ =

√
(γ − 1)

(
H − q2

2

)
Superscript L and R are the left and the right state of the primitive variable. Roe-

averaged wave speed is

λ1 = ũ

λ2 = ũ+ c̃

λ3 = ũ− c̃

The wave speed is obtained as

∆v1 = ∆ρ− ∆p

c̃2

∆v2 = ∆u+
∆p

c̃ρ̃

∆v3 = ∆u− ∆p

c̃ρ̃

where ∆ is the difference between the left and the right state.
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The right characteristics are given by

R = [r1 r2 r3] =


1 ρ̃

2c̃
− ρ̃

2c̃

ũ ρ̃(ũ+c̃)
2c̃

− ρ̃(ũ−c̃)
2c̃

ũ2

2
ρ̃(h̃+c̃ũ)

2c̃
− ρ̃(h̃−c̃ũ)

2c̃


In Roe scheme, all the jumps happen only across the characteristics so we can connect

the one state to other state using simple formulations. Flux at x = 0 when x
t
= 0 is

FU(0) ≈ ÃU(0) = F(UL) +
3∑
i=1

rimin(0, λi)∆vi (2.31a)

FU(0) ≈ ÃU(0) = F(UR)−
3∑
i=1

rimin(0, λi)∆vi (2.31b)

FU(0) ≈ ÃU(0) =
F(UR) + F(UL)

2
− 1

2

3∑
i=1

ri|λi|∆vi (2.31c)

From eq. 2.31c, it is clear that Roe-averaging adds dissipation based on the wave

strength. We refer [16] for more details and multi-dimensional extension of the scheme.

Lax-Friedrichs scheme

Lax-Friedrichs scheme is the simplest Riemann solver. It adds dissipation based on the

maximum eigenvalue. Lax-Friedrichs flux is

FLF (UL
i+0.5,U

R
i+0.5) =

1

2

[
F(UR

i+0.5) + F(UL
i−0.5)− α(UR

i+0.5 −UL
i+0.5)

]
The finite difference formulation can be applied through flux-splitting procedure so

the final flux is given by

F(U) = F+(U) + F−(U)

dF+(U)

dU
≥ 0

dF−(U)

dU
≤ 0
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Then the Lax-Friedrich splitting is

F± =
1

2
[F(U)± αU] (2.33a)

α = max
Λ

|F′(U)| (2.33b)

In eq 2.33a, dissipation is added based on the characteristic direction and the magnitude

of the eigenvalues.

Rusanov scheme

Rusanov scheme is an extension of the Lax-Friedrichs scheme, where the speed of sound

is based on Roe-averaged quantity. The maximum signal speed may differ from the Lax-

Friedrichs scheme.

AUSM scheme

Advection Upstream Splitting Method (AUSM) is based on Gudunov scheme. It is pro-

posed in [17], where upwinding is based on Mach number.

F(U) =


ρu

ρu2

u(ρE + p)

+


0

p

0

 = Fc + Fp

Fc =M


ρa

ρau

ρaH


The cell-interface Mach number is given by the splitting

Mi+0.5 =M+
i +M−

i+1

and pressure is given by

pi+0.5 = p+i + p−i+1

Mach number splitting is given by
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M± =

{
±1

4
(M ± 1)2 if |M | ≤ 1

1
2
(M ± |M |) if |M | > 1

Pressure splitting is given by

p± =

{
1
2
p(M ± 1) if |M | ≤ 1

1
2
p (M±|M |)

M
if |M | > 1

or

p± =

{
1
4
p(M ± 1)2(2∓M) if |M | ≤ 1

1
2
p (M±|M |)

M
if |M | > 1

A lot of variants of AUSM scheme are available. Some of them are AUSM+ [18],

AUSM+up [19], Simple Low-dissipation AUSM [20], AUSMDV [21], AUSMPW [22].

HLLC scheme

The HLLC scheme is a modified HLL scheme. HLLC is based on three characteristic

formulations but HLL is based on two characteristic formulations. It is a wave-based

model and has three jumps across characteristics.

Pressure estimate is given by

P ∗ = max(0, ppvrs)

where

ppvrs =
1

2
(pL + pR)− 1

2
(uR − uL)ρ̄ā

ρ̄ =
1

2
(ρL + ρR)

ā =
1

2
(aL + aR)

Once the pressure estimation is over, wave speed is calculated based on p∗.

SL = uL − aLqL

SR = uR + aRqR
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qk =

{
1 if p∗ ≤ pk[
1 + γ+1

2γ

(
p∗
pk

− 1
)]0.5

if p∗ > pk

intermediate speed, S∗ is given by

S∗ =
pR − pL + ρLuL(SL − uL)− ρRuR(SR − uR)

ρL(SL − uL)− ρR(SR − uR)

The HLLC flux is:

Fhllc
i+0.5 =



FL, if 0 ≤ SL

F∗L, if SL ≤ 0 ≤ S∗

F∗R, if S∗ ≤ 0 ≤ SR

FR, if 0 ≥ SR

F∗k = Fk + Sk(U∗k −Uk)

U∗k = ρk
(
Sk−uk
Sk−S∗

)


1

S∗

vk

Ek

ρk
+ (S∗ − uk)

[
S∗ + pk

ρk(Sk−uk)

]



F∗k =
S∗(SkUk − Fk) + Sk(pk + ρL(Sk − uk)(S∗ − uk))D∗

Sk − S∗

D∗ = [0 1 0 S∗]T

Once the cell-interface flux is calculated, time marching is carried using a time inte-

gration scheme.

2.6.3 Discretization of the Euler equation on unstructured mesh

For a uniform mesh, one-dimensional discretization of the Euler equation can be extended

to multi-dimensional. In this section, the discretization of the Euler equation for unstruc-

tured mesh is presented.
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The integral form of the Euler equation on the control volume Ω with the boundary Γ

is,
∂

∂t

¨
Ω

UdΩ +

˛
Γ

(E.n⃗)dΓ = 0 (2.36)

where n⃗ is unit normal vector at edge of control volume. For 2-D it can be written as [23]

dU

dt
= − 1

|Ωp|
∑
i

(Fi.n⃗x +Gi.n⃗y)δΓi (2.37)

where Σp is a the cell, Σp ⊂ Σ; Γi is the edge and Γi ⊂ Γ. The Jacobian of flux is

An = ∂F
∂U

=


0 nt 0

(γ − 1) q
2

2
n− qnv v ⊗ n+ (1− γ)n⊗ v + qnI (γ − 1)n(

γ−1
2
q2 −H

)
qn Hnt − (1− γ)vTqn qn


where qn = unx + vny, nt = [1 0]T , v = [u v]. I is identity matrix of 2× 2.

Using Single Value Decomposition, the Jacobian matrix A is decomposed and the

decoupled characteristic equations are obtained.

An = RnΛnLn (2.38)

Λn =


qn − c 0 0 0

0 qn 0 0

0 0 qn + c 0

0 0 0 qn


where c is the velocity of sound.

All characteristics run towards the right side for the supersonic flow, so there is no

need for an explicit boundary condition. A supersonic outflow boundary condition [24]

with physical variables extrapolated from within the domain can be used. All the Riemann

solvers use the characteristic based splitting.

Rn =


1 1 1 0

u− cnx u u+ cnx lx

v − cny v v + cny ly

H − qnc
q2

2
H + qnc ql
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[lx ly] are tangent vector of edge.

Ln =


1
2

(
γ−1
2c2
q2 + qn

c

)
−1

2

(
γ−1
c2
u+ nx

c

)
−1

2

(
γ−1
c2
v + ny

c

)
γ−1
2c2

1− γ−1
2c2
q2 γ−1

c2
u γ−1

c2
v −γ−1

c2

1
2

(
γ−1
2c2
q2 − qn

c

)
−1

2

(
γ−1
c2
u− nx

c

)
−1

2

(
γ−1
c2
v − ny

c

)
γ−1
2c2

−ql lx ly 0


where ql = ulx + vly. The different forms of the Euler equation and relation between

characteristic, physical and conservative variabel can be found in [23].

In most of the test cases, the dual volume finite volume method [25, 26, 4] is used. On

reconstruction, the variables are limited using a limiter. The slope values are obtained us-

ing the moving least square algorithm. The flux is determined using the Riemann solver,

and a time integration scheme is used to perform time marching. The different recon-

struction procedures used in this work are explained in chapter 5 and chapter 6.

2.7 Summary

In this chapter, we studied the different forms of the Euler equation and their applica-

tions. Following that, we have studied the basic difference between solving procedures

in compressible flows and incompressible flows. We also studied how direction based

approaches and artificial viscosity based approaches can help to increase the stability of

the advection equation solution procedures. Different Riemann solvers are discussed and

Riemann solver add diffusion when required is shown. We have also shown, Riemann

solver not only add diffusion to the solution but also anti-diffusion when required.
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3
Time Discretization Schemes

3.1 Introduction

The time discretization methods used in this thesis are presented in this chapter. For

any unsteady problem, accurate discretization of the time derivative term is essential.

Techniques of time discretization can be categorized into techniques that are implicit,

explicit, or semi-implicit. Depending on the number of steps taken to achieve the value

of the unknown at the next stage, time integration methods are often categorized into

single-step methods and multi-step methods.

New hyperbolic Runge-Kutta (RK) methods that are designed for better stability are

proposed in this study. In hyperbolic RK techniques, both real and imaginary limits are

optimized instead of optimizing only real stability limits (as in the parabolic RK method).

Optimization is achieved using the Evolutionary Algorithm (EA) in the current work. The
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time integration schemes used in this work are the forward Euler scheme, the backward

Euler scheme, the Strong Stability Runge-Kutta Method (SSPRK), the Classical Runge-

Kutta Method (CRK), the Low Storage Runge-Kutta Method (LRK) and the new class of

hyperbolic Runge-Kutta Method (HRK).

Forward Euler is a first-order method. The discretized equation of the forward Euler

method for general conservative equation in the conservative framework is:

Un+1
i −Un

i

∆t
= −

F̄n
i+0.5 − F̄n

i−0.5

∆x
O(∆x2,∆t)

Forward Euler is an explicit single-step method, and it is conditionally stable. The

implicit equivalent of the forward Euler method is the backward Euler method which

is unconditionally stable for most of the equation but for some equations and boundary

conditions it may give diverge solutions. It is a first-order method. For the general con-

servative equation, the backward Euler method is:

Un+1
i −Un

i

∆t
= −

F̄n+1
i+0.5 − F̄n+1

i−0.5

∆x
O(∆x2,∆t)

Implicit methods for time accurate calculation are computationally expensive and

comparatively more dissipative compared to explicit methods [27]. Because of this, ex-

plicit approaches are widely used in the current thesis.

Runge-Kutta methods are considered as one of the most reliable time discretization

methods in time integration schemes [28]. This approach was introduced by Runge [29]

and further developed by Kutta. A background for Runge-Kutta methods can be found

in [30, 28]. To reduce the computational costs, the Embedded RK methods [31, 32] are

proposed which use the same function evaluation at different levels.

Some adaptive time step refinement RK methods that can decide time-step based on

smoothness or truncation error can be found in [33, 34, 35]. This class of Runge-Kutta

method is used in Matlab® ODE function. An implicit version of RK methods suitable

for stiff differential equations is presented in [36]. Semi-implicit RK methods [37, 38]

are another class of RK methods where some of the functional evaluation are implicit,

and some are explicit. They are relatively more stable than the explicit method for the
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convection-diffusion equation [39]. Conservation laws with stiff relaxation time have

stability issues. More details of RK methods for such equations can be found in [40, 41].

Williamson [42] introduced a low storage RK method. He discovered that all second-

order and some third-order RK methods could be written in the 2N-storage form. 2N-

storage RK method for third and fourth-order is implemented in [43]. One of the simplest

ways to integrate 2N-storage RK methods is given in [44]. The 3N-storage form of the

Runge-Kutta method with low dissipation and dispersion is given in [45]. A fifth-order

Improved Runge-Kutta Method (IRK) can be found in [46]. In this approach, the func-

tions are evaluated at the left and the right points (time steps) instead of focusing only

at the right points. Verwer [47] increased the stability of RK methods by releasing the

stability equation coefficients using Chebyshev-polynomial; however, the procedure is

time-consuming for higher-order methods. Runge-Kutta methods for improving stability

by applying positivity condition along with Total Variation Bound (TVB) can be found

in [48, 49]. This method is later renamed Strong Stability Runge-Kutta (SSPRK) method.

It has a better stability property than the classical one and has gained prominence in aeroa-

coustic problems due to its positivity and TVD properties. A low storage version of the

SSPRK system can be found at [50].

Most of the schemes are prone to error in dispersion and diffusion. This error can

be minimized by optimizing the scheme to minimize dispersion and dissipation. Opti-

mization of the RK-method by minimizing dispersion and diffusion error in the spectral

plane is carried out in [45, 51, 52]. There have been attempts to reduce the dispersion

and diffusion by optimizing the spectral property of RK methods by optimizing only time

discretization part [45, 51, 52, 53]. Improving only the temporal discretion for dispersion

and diffusion is not optimal [53] as the spectral property depends on the combined spa-

tial and temporal discretion. The optimization of the spectral properties of the combined

spatial and temporal parts of the hyperbolic equation is studied in [54, 55]. Framing an

RK procedure that resolves a set of wavenumbers for a specific CFL number without

substantial numerical dispersion and diffusion is still a major challenge.
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3.2 RK methods formulation

For an initial value problem (IVP) ,

u′ = F (u) u(0) = u0

s stage RK method takes the form

un+1 = un +
s∑
i=1

Wiki

ki = ∆tF

(
un +

i−1∑
j=1

aijkj

)

Where Wi and aij are determined from matching Taylor series expansion of u(tn+1) [28].

In the case of a four-stage, fourth-order method, the following order condition must

be satisfied [55]

4∑
i=1

Wi = 1

W2a21 +W3(a31 + a32) +W4(a41 + a42 + a43) =
1

2

W2a
2
21 +W3(a31 + a32)

2 +W4(a41 + a42 + a43)
2 =

1

3

W3a32a21 +W4[a21a42 + a43(a31 + a32)] =
1

6

W2a
3
21 +W3(a31 + a32)

3 +W4(a41 + a42 + a43)
3 =

1

4

W3[a32a
2
21 + 2a21a32(a31 + a32)] +W4[a42a

2
21 + a43(a31 + a32)2

+2(a41 + a42 + a43){(a31 + a32)a43 + a42a21}] =
1

3

W4a43a32a21 =
1

24
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Low storage RK methods are of the form [45, 52, 56].

un+1 = us (3.3a)

ui = un + αi∆tF (u
i−1) for i = 1, 2, ..., s. (3.3b)

αi =
βs
βs−1

and βj =
1

j!
for j = 1, 2, .., s. (3.3c)

where ∆t is the time step used, αi is to be determined using Taylors series and stability

criteria of the RK methods. This can give the same order of accuracy in time without los-

ing accuracy, but the number of condition required to satisfy Taylor series in this method

is lower than the classical RK method.

For low storage RK methods, the number of conditions and complexity of the condi-

tions in eq. 3.2 reduce to

W4 = 1 (3.4a)

W4α3 =
1

2
(3.4b)

W4α2α3 =
1

6
(3.4c)

W4α1α2α3 =
1

24
(3.4d)

Using a linear test case

ut =Mu, 0 ≤ t ≤ T, u(0) = u0 (3.5)

We can examine the stability by adding small perturbation in the scheme [47], then the

RK method becomes

Ỹ0 = ũn

Ỹj = ũn +∆t

j−1∑
l=0

aijF̃l + r̃j; F̃l = F (tn + cl∆t, Yl)

ũn+1 = Ỹs
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where ũ is the perturbation of u and r̃j at stage j. Let us define en = ũn − un and

dj = Ỹj −Yj as the errors introduced by these perturbations. For a linear system the error

in explicit RK method can be written as

en+1 = Ps(M∆t)en +
s∑
j=1

Qsj(M∆t)r̃j

where Ps is the absolute stability polynomial and Qsj are internal stability polynomials.

Then error can be written as

∥en+1∥ ≤ ∥Ps(M∆t)∥∥en∥+
j=1∑
s

∥Qsj(M∆t)∥∥r̃j∥

∥en+1∥ = σ

(
∥Ps(M∆t)∥∥en∥+

j=1∑
s

∥Qsj(M∆t)∥

)
∥r̃j∥

∥en+1∥ = max
z=∆tλ

(
∥Ps(M∆t)∥∥en∥+

j=1∑
s

∥Qsj(M∆t)∥

)
∥r̃j∥

where ∥.∥ is Euclidean norm ∈ IRn and λ runs through the spectrum ofM and σ is spectral

radius. The error should decline over the iteration; it can happen only if ∥Ps(M∆t)∥ ≤ 1.

Exact solution of eq. 3.5 is

u(t+∆t) = exp(∆tM)u(t)

To satisfy consistency, Ps(z) approximates exp(z) for z → 0 so, Ps(z) = exp(z) +

O(zs).

Solution of the RK method is given by [57]

un+1 = (1 + (M∆t)bT e+ (M∆t)2bTAe+ ...+ (M∆t)sbTAs−1e)un (3.8)

where k = ∆t and e = (1, 1, ..., 1) ∈ IRn. Substituting βj = bTAj−1e, eq. 3.8 becomes

un+1 = (1 + (M∆t)β1 + ...+ (M∆t)sβs)u
n
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If numerical gain is defined as R (∆tλ) = un+1

un
, then numerical gain or amplification

factor can be written as,

Ps = R (∆tλ) =
n∑
0

(∆tλ)n

n!
(3.9)

This is stable only if |R (∆tλ) | ≤ 1

3.3 Popular Optimized RK methods

In this section, we will review family of RK methods explored by various researchers.

A brief introduction to a few optimized RK methods such as low dispersion and dissi-

pation Runge-Kutta method (LDDRK), strong stability preserving Runge-Kutta method

(SSPRK), explicit Runge-Kutta methods for parabolic and hyperbolic partial differential

is presented.

3.3.1 Parabolic Runge Kutta Method

This RK approach was optimised using a technique similar to that discussed in this thesis.

However, they used shifted Chebyshev polynomials to find optimal weights, but in our

method, we used EA to evaluate the optimal weight. We also found that our polynomial

covers a comparatively higher area in stability plot than this method. Also, it is not easy

to apply this technique to orders greater than two (p ≥ 3) [47].

The absolute polynomial is defined as

Ps(z) = c0,s + c1,sz + c2,sz
2 + ........+ cs,sz

s

Free coefficients of cj,s are used to maximize the real stability boundary β(s). Second-

order RK methods of this family are derived in [58] and its stability polynomial is

Ps(z) =
2

2− z
− z

2− z
Ts

[
cos

π

s
+
z

2

(
1− cos

π

s

)]
, s ≥ 2
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β(s) =
2

(tan π
2s
)2

≈ 0.81s2

Three and four stage polynomials of second-order accuracy of this kind are [47]

P3(z) = 1 + z +
1

2
z2 +

1

16
z3

P4(z) = 1 + z +
1

2
z2 +

2

25
z3 +

1

250
z4

In general ci,s can be written as

ci,s = 3
1− (i−1)2

s2

i(2i− 1)(1− 1
s2
)
ci−1,s for i = 3, 4, ...s

More details of Runge Kutta Chebyshev(RKC) method can be found in [59].

3.3.2 Hyperbolic RK methods

In hyperbolic RK methods, instead of maximizing only the real stability boundary (parabolic

RK method), both the real and the imaginary boundaries are optimized. The optimized

stability polynomial of this kind proposed in [60] is

P 3
s (z) =

1

β2 + 1

[
1 + z + is−1β2Ts−1

(
iz

β

)
+

1

2
is+2β{(s− 2)Ts

(
iz

β

)
− sTs−2

(
iz

β

)
}
]

3.3.3 LDDRK methods

Low dispersive and diffusive RK methods are RK methods optimized in the spectral plane

by minimizing numerical diffusion and dispersion. In the past, researchers have optimized

RK methods for temporal discretization. Later, they optimized it for combined spatial

and temporal discretization [55]. This scheme is commonly used in computational aero-

acoustics because these schemes may require lesser number of grid points to get lower

dissipation and dispersion solution. Several optimized schemes are proposed for different

wave-number range and order.
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Temporal LDDRK methods:

Here the optimization is carried out only on a temporal plane. Further descriptions of this

method are given in [45]. The numerical gain for the m-stage RK method is

G(ω∆t) =
m∑
0

γm(iω∆t)
m

where, ω is wave number and ∆t is the time step. For RK method of mth order, γm = 1
m!

.

Researchers attempted to minimize the spectral error by sacrificing a higher-order term to

optimize it for a better spectral property. Then the resulting equation for optimization can

be written as

min

[ˆ
|1−G(ω∆t)d(ω∆t)|+

ˆ
|(ω∗∆t)− (ω∆t)d(ω∆t)|

]

Researchers have tried to optimize for a certain range of wavenumbers (e.g. π
6

to π
2

in [51]) since it is impossible to optimize for all wavenumbers from 0 to π. Here the terms

in the first part of the integration correspond to the diffusion and the second part corre-

sponds to the dispersion. ω∗ is a modified wavenumber in the numerical scheme. Even-

though this method of optimization shows some improvement in results, the behaviour

changes when space discretization is altered. In certain cases, the results are worse than

the classical ones.

Spatial-temporal LDDRK methods:

Numerical dispersion and diffusion depend on combined spatial and temporal discretiza-

tion, so some researchers have focused on this kind of optimization. For more detailed

information on such approaches, refer to [54, 55, 61]. The RK method’s numerical gain

is

Gj =
m∑
0

(iA)m

m!

where i =
√
−1. Unlike the temporal LDDRK process, A depends on spatial discretiza-

tion, and Gj depends on both space and time. As in von Neumann stability analysis, A is
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Fourier transform of spatial discretization. For example,A for the second-order difference

approximation for the first derivative is U exp(ik∆x)−exp(−ik∆x)
∆x

.

In this approach, researchers went further and applied the optimization method for

low diffusion, group velocity and phase velocity of the linear convection equation. The

phase speed is given as
cj
c
=
ω∗∆x

ω∆x

where c is convection velocity in linear wave equation. The corresponding group velocity

is given by
Vg
c

=
1

CFL

d(ω∗∆x)

d(∆x)

Then the final optimization equation is

min

[ˆ
|1−G(ω∆x)| d(ω∆x) +

ˆ ∣∣∣∣Vgc − 1

∣∣∣∣ d(ω∆x) + ˆ ∣∣∣cjc − 1
∣∣∣ d(ω∆x)]

This type of optimization method can correctly predict the behaviour of the convection

equation but cannot do so for the nonlinear Burgers equation. However, this demonstrates

some improvement over the classical one. This optimization approach is time-consuming,

and it is difficult to frame a numerical scheme to overcome a large range of wavenumbers

for a given CFL number. Here also, we may not have an optimal system which suits well

with any discretization.

3.3.4 SSPRK method

Strong stability RK methods are a family of RK methods with good stability as well as

positivity properties that is essential for problems having discontinuity in the solutions.

More details on this method can be found in [62]. The m stage RK method can be written

as

ui =
i−1∑
k=0

(αiku
k +∆tβikL(u

k)), i = 1, ..m

un+1 = um
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A RK method is strong stability preserving if αik ≥ 0 and βik ≥ 0, and the time step

restriction is given by ∆t ≤ c∆t1; where c is given as

c = min
αi,k
βi,k

This method is useful because it ensures positivity similar to that of Godunov scheme [63].

Here, we have compared the new RK methods presented in this work and SSPRK methods

for some test cases.

3.4 Formulation of RK methods

This section presents the formulation of the RK methods used in this work.

3.4.1 Classical RK method

The formulation of CRK method is

u1 = un +∆tF (un)

u2 = un + 0.5∆tF (u1)

u3 = un + 0.5∆tF (u2)

u4 = un +∆tF (u3)

un+1 = un +
∆t

6
[F (u1) + 2F (u2) + 2F (u3) + F (u3)] O(∆t4)

3.4.2 Low storage RK method

Formulation of LRK method is as follows:

u1 = un +
1

4
∆tF (un)

u2 = un +
1

3
∆tF (u1)
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u3 = un +
1

2
∆tF (u2)

un+1 = un +∆tF (u3) O(∆t4)

3.4.3 SSPRK2

Formulation of SSPRK2 [64] method is:

u1 = un +∆tF (u1)

un+1 =
1

2
un +

1

2
u1 +

1

2
∆tF (u1) O(∆t2)

3.4.4 SSPRK3

Formulation of SSPRK3 [64] method is as follows:

u1 = un +∆tF (u1)

u2 =
3

4
un +

1

4
u1 +

1

4
∆tF (u1)

un+1 =
1

3
un +

2

3
u2 +

2

3
∆tF (u2) O(∆t3)

3.4.5 SSPRK4

Formulation of SSPRK4 [62] method is given below.

u0 = un

ui =

[
ui−1 +

∆t

2
F (ui−1)

]
i = 1, ..., 3

un+1 =
2

3
u1 +

2

3

[
u3 +

∆t

2
F (u3)

]
O(∆t4)
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3.5 Formulation of HRK method

3.5.1 HRK31

In this thesis, we have reduced the order of accuracy for better stability by assigning

higher-order term(s) in the stability equation as a free variable. Here the second-order

three-stage RK method is defined as HRK31; where three (3) denotes the number of

stages, and one (1) denotes the number of free variables in the stability equation. Then

the Eq. 3.9 becomes

un+1 =
[
1 + (hλ) + 0.5(hλ)2 + a1(hλ)

3
]
un (3.17)

The coefficient a1 is evaluated using an evolutionary algorithm where the stability plot

area is maximized. Similar procedures were followed in [65, 60] but a damped shifted

Chebyshev polynomial was used. Their technique is time-consuming for the higher-order

method, as well as the achievement of a global maximum is tough and probably impossi-

ble for higher-order methods. The HRK31 formula is

u1 = un + 0.071726918318082× hF (un)

u2 = un + 0.5× hF (u1)

u3 = un + hF (u2) O(∆t2)

3.5.2 HRK41

This is a four-stage, third-order RK method. The value of coefficient a1 here is 0.020864242172733,

and the HRK41 formula is

u1 = un + 0.12518545303× hF (un) (3.19a)

u2 = un +
1

3
× hF (u1) (3.19b)

u3 = un +
1

2
× hF (u2) (3.19c)
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un+1 = un + hF (u3) O(∆t3) (3.19d)

3.5.3 HRK42

This is a four-stage, second-order RK method. The HRK41 formula is

u1 = un + 0.058812383× hF (un) (3.20a)

u2 = un + 0.180721032× hF (u1) (3.20b)

u3 = un +
1

2
× hF (u2) (3.20c)

un+1 = un + hF (u3) O(∆t2) (3.20d)

3.6 Optimization algorithm

The steps used in the Evolutionary Optimization Algorithm (EA) are listed in this section.

Since there are several peaks in the objective function (stability plot area), EA [66] is

used. In order to decrease computing costs, the optimization algorithm is divided into

three steps. The first and second stages are the EA algorithm, and the third stage is a form

of local optimization to enhance the convergence rate.

Stage 1 The boundary of the variables is limited from 0 to 10. Since the algorithm’s

roots are the Taylors series coefficients, it should be less than 1 for the method’s conver-

gence. As stability is the primary goal, the search domain is increased from 0 to 10. In

turn, the cost of computing increases. Here, only positive values have been considered to

ensure positivity. If positivity is not a problem, negative numbers can also be used for the

initial population.

1. The initial population size of variables (ai) in eq. 3.17 is divided into 11 equally

spaced (can be any value) values, ranging from -10 to 10.

2. The stability graph area was estimated for different values of ai.
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3. Using the Roulette-wheel selection process [67], the population of the next gener-

ation is determined.

4. Elitism [68] is followed, i.e. a set of ai corresponding to the maximum area value

is transferred to the next generation without mutation to ensure at least zero conver-

gence.

5. A pseudo-random number generated between -1 and 1 is added to the population to

increase the randomness of the population. The randomness range of the mutation

operator is reduced instead of adding boundary constraint. Although no explicit

cross-over operator is used for this problem, a random number around one order

less than the population range is applied. Indirectly, it functions in the same way as

a cross-over operator since it preserves a significant digit and applies randomness

to less significant digits.

Stage 2 The outcome of stage 1 ensures that ai is within 0 to 1. The value of ai is in a

positive plane, so it also gives positivity. The search domain is, therefore reduced to (0,1).

Step 1 is followed here, but the pseudo-random number is generated between-0.1 and 0.1.

Stage 3 (Multi section method) Multi-section is a technique of optimization useful for

convex-functions. It can be extended to a multiple-peak function. If the number of sec-

tion is high, local maxima or minima can be cleverly avoided. Although the number of

function evaluations is greater than the methods of bisection, it can easily be parallelized.

Algorithm of multi section method: We should know the outcome (ai) of EA before

beginning the multi-section, after which we should determine the approximate range (δa)

where the desired roots are located.

1. Divide the interval ai+δai to ai−δai into n sections . We have used ten sections in

the present work. It can be any number. The higher the number, it can easily bypass

the local extremum. If we are not sure about the root range, this number should be

elevated.
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2. Calculate the area under the plot for a given population and obtain the ai corre-

sponding to the maximum area.

3. The next-generation δai+1 is obtained using the following step: δai+1 ≥ δai
n

4. Go to step 1 above and repeat the process till the desired decimal accuracy or toler-

ance is acheived.

Because all the proposed RK methods are in the low storage format, at least one of βi,j

of the HRK method is zero. If one of the βi,j is zero, the strong stability region of the

method is zero. But it shows a better non-oscillatory property when a high CFL number

is used than SSPRK methods.

3.7 Results and Discussion

In this section, we have presented some analysis, and some of the standard test cases

tested using our schemes. The present schemes are tested on 1-D convection equation, 1-

D shock tube problems, 2-D lid-driven cavity, and 2-D shock-diffraction problem. These

schemes performed well on all the test cases considered. The RK methods used are

SSPRK2 and SSPRK3 obtained from [69], and SSPRK4 is from [62]. CFL numbers

tabulated in all the tables below are two decimal accurate.

3.7.1 Stability plots

The stability graphs are obtained by replacing λh = x + jy with j =
√
−1. In figure 3.1

and figure 3.2, the stability graph of the various methods are shown. We may observe

that the HRK methods have a better area of stability than most of the explicit methods of

the same order. Although the methods shown here are second or third order, higher-order

methods can be obtained by this technique. The PRK42 approach has better coverage on

the real axis than HRK42, but both real and imaginary axis coverage is required for the

hyperbolic equation. HRK42 is better than PRK42 in terms of the stability area. Also,

compared to HRK methods presented in [60], our HRK methods have a high stability

region coverage than others.
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(a) Classical methods (b) Strong stability preserving RK method

Figure 3.1: Linear stability plots of different methods

(a) Hyperbolic RK methods (b) Parabolic RK methods

Figure 3.2: Linear stability plots of different methods
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3.7.2 1-D convection equation

Governing equation of 1-D linear convection equation is

∂u

∂t
+ c

∂u

∂x
= 0 (3.21)

Here, along with classical RK and HRK techniques for time integration, a first-order

backward difference scheme in space is used for the discretization. The initial condition

used is similar to that cited in [52, 70].

u0 = exp

[
−
(x
3

)2]

The CFL = c∆t
∆x

, and dissipation error is

ϵD =
max(unumerical)−max(uexact)

max(uexact)
× 100

Numerical dissipation (ϵD) is a function of ∆x, CFL, ∆t and the discretization used.

All the values tabulated in table 3.1 are obtained from the numerical result. ϵD in table

3.1 is numerical dissipation corresponding to CFLmax. The CFLmax here is maximum

CFL number at which the numerical scheme gives physical results. Our test on the 1-D

convection equation shows that HRK42 is more stable than all the methods considered

here. From table 3.1, the HRK42 method is approximately 2.6 times more stable than

SSPRK2 and the low storage RK2, 2.1 times more stable than the low storage RK3, and

2.4 times more stable than the low storage RK4 for this problem based on the CFLmax

criteria.

When we used second-order central difference in space (CD2), none of the above

schemes could produce a good result with n = 501; this is because of numerical dispersion.

For the case of CD4 scheme, there are intermittent intervals of CFL for which the time

integration method may not be able to produce results. Hence, specifying a maximum of

CFL when using CD4 for the space discretization is not possible.
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Table 3.1
1-D convection equation using n = 501 points with c = 1

Methods CFLmaxCFLmaxCFLmax ϵDϵDϵD
SSPRK2 1.09 25.7975

RK2 low storage 1.09 25.6907
RK3 low storage 1.33 26.104

HRK31 1.33 26.1174
HRK42 2.83 26.5724

RK4 low storage 1.48 26.2028
RK4 classical 1.17 29.1903

HRK41 2.19 26.4474

3.7.3 Sod shock tube

When the present schemes tested on this test case are found to be less dispersive and more

robust than other schemes considered in the thesis. We refer [5] for more details of the

problem.

The 1-D Euler equation is
∂U

∂t
+
∂F

∂x
= 0 (3.22)

U =


ρ

ρu

ρet

 F =


ρu

ρu2 + p

u(ρet + p)


The initial condition used is:

(ρ, u, p) =

(1, 0, 1) x ≤ 0

(0.125, 0, 0.1) x > 0

Dual-volumed finite volume method [26] is used for the spatial discretization. Interpo-

lation using the primitive variables works better and eliminates unnecessary oscillations

than the interpolation of flux [71]. We used the second-order minmod limiter [12] to

obtain primitive variables on the cell face. The Roe scheme [14] is used for the flux

calculation. Table 3.2 shows the stability limit of various schemes using n = 80 points

with the flow time of 1.7 s. In this table, the maximum CFL is based on CFL at which

any of the primitive variables are approaching infinity. Please note that the CFL number
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(a) Velocity (b) Pressure

Figure 3.3: Solution plot of Sod problem at T = 1.7s using n = 80

should be much lower than the value tabulated to get an oscillation-free solution. Based

on CFLmax criteria, HRK42 is more stable than all the methods considered here.

HRK42 is 1.9 times more stable than low storage RK2, 1.5 times more stable than

RK3. HRK42 is 1.3 times more stable than RK4, and is two times more stable than

SSPRK3 and SSPRK2. Figure 3.3 shows the results of different schemes for this prob-

lem. SSPRK4 demonstrates solution wiggles, but our systems showed no wiggles. It

is recommended to use CFL less than 1.25, 0.95, 1.8, and 1.25 for SSPRK3, HRK31,

HRK41, and HRK42, respectively, to obtain a reasonable oscillation free result for this

problem while using 80 grid points. The positive attribute about SSPRK4 in this case is,

it does not diverge. When the high value of CFL number is used, it may lead to poor time

resolution. We shall note from the figure 3.3, SSPRK4 does not diverge even at CFL=

1.5 but it has introduced oscillations in the flow.

3.7.4 Shu-Osher problem

We have tested our schemes on Shu-Osher problem [72, 73, 74]. Initial condition used in

the domain -5 to 5 is

(ρ, u, p) =
(3.857143, 2.629369, 10.33333) x ≤ −4

(1 + 0.2× sin(5x), 0, 1) x > −4
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Table 3.2
1-D Sod problem using n = 80 points of flow time 1.7 s and Shu-Osher problem using n
= 800 of flow time 1.8 s

Methods CFLmax SodCFLmax SodCFLmax Sod CFLmax Shu-OsherCFLmax Shu-OsherCFLmax Shu-Osher
SSPRK3 1.25 1.19
SSPRK2 1.26 1.20
SSPRK4 not diverging 1.59

RK3 low storage 1.66 1.79
RK2 low storage 1.30 1.19

HRK31 1.61 2.33
HRK41 1.98 2.15
HRK42 2.51 2.4

RK4 low storage 1.85 1.67

(a) Density using n = 800 (b) Density using n = 800

Figure 3.4: Density plot of Shu-Osher problem at T = 1.8 s

The same discretization procedure used for the Sod shock tube problem is used here.

Current schemes have outperformed most of the other schemes used in literature. The

results are tabulated in table 3.2. The discretization used is the same as the Sod problem.

The best scheme of all the schemes considered here is HRK42. It is two times more

stable than RK2, 1.3 times more stable than RK3, 1.4 times more stable than RK4, and

two times more stable than SSPRK2 and SSPRK3 on the basis of a maximum of CFL

number criterion. The results for this problem are shown in Figure 3.4 and Figure 3.5.

Figure 3.4 shows that SSPRK4 is diffusive as well as gives wiggles with n= 800 at CFL=

1.35, but HRK42 did not give any wiggles.
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(a) Pressure using n = 800 (b) Pressure using n = 800

Figure 3.5: Pressure plot of Shu-Osher problem at T = 1.8 s

3.7.5 Lid driven cavity

The new scheme has been tested on a 2-D lid-driven cavity problem. The lid-driven cavity

is a common test case used to validate the numerical scheme [75]. More information

on this test case can be found in [76]. Here, we used the stream function-vorticity (ψ-

ω) formulation with the standard second-order central difference in space and our RK

schemes for the time integration. A 51×51 grid on a square cavity of unit length and

a Reynolds number (Re) = 1000 is used. Figure 3.6a and Figure 3.6b show the stream

function of this problem using SSPRK4 and HRK42, respectively.

In SSPRK4 some oscillations are observed when using large ∆t (Figure 3.6a). The

comparison of the normalized u-velocity profile of the current scheme and the Erturk et

al. [77] result at y = 0.5 line at t = 150 s is shown in Figure 3.7a. The velocity is

normalized using maximum positive u-velocity. Figure 3.7b shows a comparison of the

normalized vorticity profile of the current scheme and that presented in Erturk et al. [77]

at y = 0.5 at t = 150s. The table 3.3 indicates the maximum CFL number that can be

used on the basis of the lid velocity for this problem at Re = 1000. The flow is resolved

using a 0.025 unit grid scale. All the present schemes are roughly one and a half times

more robust than the other methods considered here.
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Table 3.3
Maximum CFL number possible for Lid-driven cavity for different methods

Method CFLmaxCFLmaxCFLmax Stability
%

RK3 0.2142 108.02
SSPRK2 0.1983 100
SSPRK3 0.2142 108.01
SSPRK4 0.1824 91.98
HRK31 0.2935 148
HRK42 0.2935 148.00
HRK41 0.2697 136.00

(a) Stream function contour using SSPRK4 (b) Stream function contour using HRK42

Figure 3.6: Solution of Lid-driven cavity using 51×51 grid using CFL = 0.238 T = 5 s
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(a) u-velocity plot at T = 150 s (b) Vorticity plot at T = 150 s

Figure 3.7: Solution of Lid-driven cavity using 51×51 grid using HRK31 at T = 150 s

3.7.6 Supersonic flow past a 10◦ diamond

The results from the various schemes were also examined on a supersonic flow past a

10◦ diamond with the free-stream Mach number of 1.5. The Roe [14] Riemann solver is

used with Harten’s entropy fix [78]. Figure 3.8a and figure 3.8b shows the Mach number

contour of SSPRK4 and HRK42 schemes. Table 3.4 shows the maximum CFL number

possible for different schemes, the corresponding residue value, and the number of iter-

ation required to achieve that. One can notice that HRK42 can go up to CFL = 5.32

without any numerical instability and the scheme converges in 607 iterations. For this test

case, SSPRK3 and the low storage RK4 have convergence issues; the convergence stag-

nates once the residue is of the order of 10−5 for CFL number 4.19 and 4.82 respectively.

We have fixed 10000 as maximum iteration and 10−9 as the minimum residue for this

analysis. Table 3.5 shows the minimum iteration required to achieve the residual value of

10−9 and correspondingCFL number. It should be noted that HRK42 can produce results

up to CFL=5.32. This means that larger time steps can be allowed and the number of

iterations can also be reduced. Although the current method is a second-order method,

its convergence rate is better than RK4, which is a fourth-order method. This indicates

that higher-order methods need not maintain a high convergence rate in the flows having
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Table 3.4
Maximum CFL allowed for different schemes for supersonic flow past a 10◦ diamond
(* indicates that scheme has convergence issue at that CFL)

Schemes CFLmaxCFLmaxCFLmax Residue Iterations
HRK31* 4.13 10−5 10000
HRK42 5.32 10−9 607

SSPRK2* 1.56 10−6 10000
SSPRK3* 4.19 10−5 10000
SSPRK4* 4.84 10−7 10000

RK3* low storage 4.21 10−5 10000
RK4* low storage 4.82 10−5 10000

Table 3.5
Minimum iteration required to achieve the residual value of 10−9 and corresponding
CFL number

Schemes CFLCFLCFL Residue Iterations % wrt SSPRK2
HRK31 3.98 10−9 811 265.33
HRK42 5.32 10−9 607 354.66
SSPRK2 1.5 10−9 875 100.00
SSPRK3 Convergence issue 10−6

SSPRK4 Convergence issue 10−6

RK3 low storage 4.58 10−9 705 305.33
RK4 low storage 4.15 10−9 779 276.66

shocks (non-smooth solution). In these cases, the order of accuracy may be sacrificed for

better stability. SSPRK3 and SSPRK4 have some convergence issues for this case; their

residual value does not fall below 10−9.

3.7.7 Temporal and spatial accuracy

In this section, the temporal and spatial accuracy of the schemes used are studied. A com-

parison of the numerical solution with the analytical solution of Sod shock tube problem is

carried out, and the errors are estimated. Manhattan error (Lt1) in temporal discretization

is defined as

Et
m =

∑j=m
j=1

∑i=n
i=1 |uex(i, j)− unu(i, j)|

m
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(a) SSPRK4 with CFL = 4.82 (b) HRK42 with CFL = 5.32

Figure 3.8: Mach number contour of supersonic wedge of 10◦

where m is the number of steps in the temporal discretization and n is the number of

points in the spatial discretization. uex(i, j) is the exact solution and unu(i, j) is the nu-

merical solution. We need ∆t >> ∆x to calculate the temporal error correctly such that

the temporal error exceeds the spatial error. For an explicit approach, it might be difficult

to meet this criterion, since it would reach the stability limit of all the methods considered

here. Irrespective of the approach used, temporal discretization errors do not imply uni-

form convergence, so evaluating the temporal convergence of schemes is not meaningful.

Since irrespective of the order of the RK method considered, we do not achieve good

temporal convergence, the order of accuracy can be traded for better stability.

We have used absolute error for spatial discretization. Since uniform convergence

has been shown by the spatial discretization, we have calculated the convergence rate of

spatial discretization. As expected, this convergence rate is more or less the same for all

the time integration scheme used. We have used the Sod shock tube problem to check

convergence. All the errors are calculated at time t = 1s. We define absolute errors as

Es
m =

∑i=n
i=1 |uex(i, t = 1s)− unu(i, t = 1s)|

n
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(a) Temporal convergence (Et
m) of different

schemes
(b) Spatial convergence (Es

m) of different
schemes

Figure 3.9: Convergence plot of spatial and temporal discretization

Figure 3.9a and figure 3.9b show the spatial and temporal convergence of absolute er-

ror for different schemes. It is clear that spatial discretion has a uniform convergence, but

temporal discretion does not. There is a comparatively lower initial error for higher-order

methods than for lower-order methods. The current schemes reported an absolute error

convergence of 0.87 and an RMS error convergence of about 0.44 for spatial discretiza-

tion.

Popular non-linear stability analysis checks for the positivity preserving property [12]

and for Lyapunov stability . The first is widely used in numerical analysis, which we

have taken care of in our formulation. Although the present analysis is linear, there was

some improvement over the classical one in all the problems discussed here. Linear and

non-linear problems are considered in the present work. Note that the complete behaviour

of the non-linear equation is not reliably predicted in this analysis. We are not aware of

good non-linear stability analysis of partial differential equations. Extending the current

methods to other RK families such as accelerated Runge-Kutta Methods (ARK) [79] and

IRK [46] is straightforward. Extending this to the Embedded RK Methods (ERK) [32]

requires some focus in the evolutionary algorithm.
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3.8 Summary

Three RK methods with good stability property are proposed. We optimized the stability

region here using EA. The test on linear convection equation and shock tube problems

showed that HRK42 and HRK41 have a better stability property than the other methods.

This means that a higher CFL number is allowed than the other methods considered here.

HRK42 outperformed all other schemes in terms of stability, accuracy, and convergence

for supersonic flow past 10◦ diamond airfoil. The results of supersonic flow past a 10◦

diamond airfoil have shown that the higher-order methods do not always guarantee a

higher convergence rate on shock flows; the HRK42 converged faster than RK4. Note

that HRK42 is a second-order method and that RK4 is a fourth-order method.

The temporal convergence test of the RK methods considered here does not indicate

uniform convergence on flows with shocks, irrespective of the order of the method. Thus,

for problems involving shock, compromising the order of accuracy is justified to achieve

stability. The current approach may be seen as an alternative to other methods. Moreover,

the current schemes are more stable than others. Here, we have used the low storage

form of the RK method; it is much faster than the classical and SSPRK methods of the

same order in terms of computational speed. Furthermore, the requirements for storage

are considerably lower. Although this method is based on linear stability analysis, it can

significantly improve stability over the other classical and optimized schemes of the same

class.
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4
Spatial Discretization Schemes

In this chapter, the spatial discretization used in this work is presented. First, we shall

study the general finite volume framework. The spatial discretization can be split into

two stages; they are reconstruction procedure (high-resolution scheme), and the Riemann

solver. Both are essential for an accurate solution procedure. The main objective of the

reconstruction step is to provide accurate input to the Riemann solver. The limiter and

WENO schemes are two common reconstruction processes. Finite volume method and

conservative finite difference method are mostly used in this work. The standard FVM

does not require a non-oscillatory reconstruction step and the Riemann solvers, but they

are mandatory for the problem involving shocks. In addition to that, FVM reduces to

lower-orders when a poor mesh is used. The reason and proof for the reduction in the

order of FVM are also presented here. FVM for high-speed flow is presented in chapter 5

and chapter 6.
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4.1 Finite Volume Method

Finite volume method is a powerful numerical tool for solving the conservative form of the

equation. It is in the integral form, so it is more suitable for the unstructured mesh, which

is essential for handling complex geometry. It was introduced by A.N.Tikhonov and

A.A.Samarskii [80] in 1963 for convection-diffusion equation. The method is extended to

transient Euler equation in [81, 82]. We refer [83] for the brief history and development of

FVM. FVM discretization is used in most of the computational fluid dynamics packages.

Integral form of conservative equation is:

∂

∂t

ˆ
Ω

UdΩ = −
˛
Γ

FdΓ (4.1)

where Ω is volume and Γ is surface area for the volume. Ω is area and Γ is length of the

side of a cell for 2-D test case.

dŪi,j

dt
= − 1

Ω

∑
sides

F∆Γ.n⃗ (4.2)

For square cell, this can be written as

dŪi,j

dt
= − 1

Ω

(
Fi+0.5,j − Fi−0.5,j

∆x
+

Fi,j+0.5 − Fi,j−0.5

∆y

)
(4.3)

Fi+0.5 in the above equation has to be obtained using a suitable monotone procedure.

FVM method can be broadly divided into cell-centred and vortex-centred formulations.

In this work, both vortex-centred and cell-centred are used. We refer [84, 85] for the

advantages and the disadvantages of both the methods.

4.1.1 Cell-centered scheme

In the cell-centred scheme, the control volume is the same as a grid cell. Here, flow

variables are defined in the centre (centroid) of the cell. We refer figure 4.1 for more

details about the discretization.

There are three common flux calculation procedures. First one is based on following
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I ,J
I-1,J

I, J-1

I+1,J

ni-0.5,j

ni,j-0.5

ni+0.5,j

Figure 4.1: Cell-Centered FVM

formulation:

(F∆S)I+0.5,J ≈ 1

2
[F(UI,J) + F(UI+1,J)]∆SI+0.5,J (4.4)

In eq. 4.4, flux is calculated by taking the average of flux at two adjacent cell-centre.

The second approach is instead of taking the average flux of the adjacent cell; we can take

the average of the conservative variable or primitive variable and feed that to the flux.

(F∆S)I+0.5,J ≈ F(UI+0.5,J)∆SI+0.5,J (4.5a)

UI+0.5,J ≈ 1

2
[UI,J +UI+1,J]

The third one uses a Riemann solver. In this, we feed the left and the right state of the

conservative variable or primitive variables to the Riemann solver to obtain the resultant

flux.

(F∆S)I+0.5,J ≈ F(UL,UR,∆SI+0.5,J)

UL = U(...,UI−1,J,UI,J, ...)

UR = U(...,UI,J,UI+1,J, ...)
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Figure 4.2: Vertex centered FVM

4.1.2 Cell-vertex scheme

In Cell-vertex scheme, we need a relation between flux or conservative variable at the

node and the cell-centre. We refer figure 4.2 for a schematic representation of the dis-

cretization.

UI,J−0.5 =
1

2
[Ui,j +Ui+1,j]

The flux is calculated using following formulation:

(FI+0.5,J∆S)I+0.5,J ≈ F(UI,J−0.5)∆SI,J−0.5 (4.7)

4.2 Higher Order FVM

Higher-order FVM can be framed using two approaches; one is by calculating the left

and the right state then calculating the flux at the cell interfaces. The second approach is,

calculating the cell interface fluxes without calculating the left and the right states.
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4.2.1 Standard FVM

General form of FVM in one-dimensional case is

dŪ

dt
+

Fi+0.5(U)− Fi−0.5(U)

∆x
= 0 (4.8)

Because the left-hand side of eq. 4.8 is a cell-average quantity, we should write the right-

hand side as a function of cell-averaged quantity.

Ui+0.5 = G(..., Ūi−1, Ūi, ...) (4.9)

Third-order FVM

The relation between cell-average quantity and point-wise quantity is

Ū =
1

Ω

ˆ
Ω

UdΩ (4.10)

The variation of point quantity within a cell can be approximated as a quadratic polyno-

mial. We define averaged quantity in the cell [i− 0.5, i+ 0.5] as

Ū(x) =
1

∆x

ˆ x+0.5∆x

x−0.5∆x

U(ξ)dξ (4.11)

The variation of U(ξ) over the local cells can be approximated as quadratic function.

U(ξ) = a+ bξ + cξ2 (4.12)

Substituting eq. 4.12 in eq. 4.11 and integrating gives

Ū(x) = a+ bx+ c

(
x2 +

∆x2

12

)
(4.13)

Ūi−1 =
1

∆x

ˆ −∆x
2

− 3∆x
2

u(ξ)dξ (4.14a)
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Ūi =
1

∆x

ˆ ∆x
2

−∆x
2

u(ξ)dξ (4.14b)

Ūi+1 =
1

∆x

ˆ 3∆x
2

∆x
2

u(ξ)dξ (4.14c)

Substituting in eq. 4.12 in eq. 4.14 and solving for a, b and c gives

a =
Ūi+1 − 2Ūi + Ūi−1

2∆x2
(4.15a)

b =
Ūi+1 − Ūi−1

2∆x
(4.15b)

c =
−Ūi−1 + 26Ūi − Ūi+1

24
(4.15c)

Once a, b and c are calculated, the interface values are calculated from

Ui+0.5 = a

(
∆x

2

)2

+
∆x

2
b+ c (4.16a)

Ui−0.5 = a

(
−∆x

2

)2

− ∆x

2
b+ c (4.16b)

Substituting eq. 4.15 in eq. 4.16 gives

Ui+0.5 =
1

6

(
−Ūi−1 + 5Ūi + 2Ūi+1

)
(4.17a)

Ui−0.5 =
1

6

(
−Ūi−2 + 5Ūi−1 + 2Ūi

)
(4.17b)

Substituting eq. 4.17a and eq. 4.17b in eq. 4.8 with F = U gives

dŪ

dt
= − 1

∆x

(
3Ūi − 4Ūi−1 + Ūi−2

)
O(∆x3) (4.18)

4.2.2 FVM based on the left and the right state

In this approach, the left and the right states at the cell-faces are calculated using a cell-

averaged interpolation method and the flux is calculated at the faces using a Riemann

solver. Please refer [86] for more details. For simplicity, we shall restrict ourself to 1-D
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flow. The discrete equation is:

dŪ

dt
+

F(U)i+0.5 − F(U)i−0.5

∆x
= 0 (4.19)

where F(U)i+0.5 = F(UL
i+0.5,U

R
i+0.5) and F(U)i−0.5 = F(UL

i−0.5,U
R
i−0.5).

The cell face value at i+ 0.5 is a function of the cell averaged quantities in the neigh-

bouring cells

UL
i+0.5 = G(..., Ūi−1, Ūi, ...)

UR
i+0.5 = G(..., Ūi, Ūi+1, ...)

Higher-order FVM can be formulated based on the way interface flux is calculated using

Riemann solver and the order of the cell-averaged polynomial used.

Fourth-Order FVM

A cell-average flow variable is defined as:

Ū =
1

Ω

ˆ
Ω

UdΩ

where Ω is the length of the cell in the one-dimensional test case, and U can be approx-

imated by any polynomials. For a fourth-order scheme using this approach, we need

quadratic polynomial, which is given in eq. 4.21.

U(ξ) = a+ bξ + cξ2 (4.21)

The procedure is same as third order FVM till eq. 4.15. Then the left and the right

states at the cell-faces are

ŪL
i+0.5 =

2Ūi+1 + 5Ūi − Ūi−1

6
(4.22a)

ŪL
i−0.5 =

2Ūi + 5Ūi−1 − Ūi−2

6
(4.22b)

ŪR
i+0.5 =

−Ūi+2 + 5Ūi+1 + 2Ūi

6
(4.22c)
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Figure 4.3: Grid nomenclature used for unstructured grid

ŪR
i−0.5 =

−Ūi+1 + 5Ūi + 2Ūi−1

6
(4.22d)

The flux is calculated by

Fi+0.5 =
1

2

[
F(ŪL

i+0.5) + F(ŪR
i+0.5)

]
(4.23a)

Fi−0.5 =
1

2

[
F(ŪL

i−0.5) + F(ŪR
i−0.5)

]
(4.23b)

Substituting eq. 4.23 in eq. 4.19 with F = U gives

dŪ

dt
= − 1

12∆x

(
−Ūi+2 + 8Ūi+1 − 8Ūi−1 − Ūi−2

)
O(∆x4) (4.24)

The right-hand side of the eq. 4.24 is a fourth-order central difference scheme. It is

difficult to make the clear cut difference between FVM and conservative-FDM because

both are based on the integral formulation. In this thesis we differentiate FVM and FDM

based on how we evaluate cell-interface value. Please note that this is not universally used

one but used in the papers of Prof. Chi-Wang Shu [87] and we are also following that.

Based on that, in FVM we calculate cell-interface value using the flux calculated from the

Riemann solver and the Riemann solver calculate flux using the left and the right state.

In conservative FDM, flux is calculated using Riemann solver before calculating left and

the right state [7] of i+ 0.5 and i− 0.5 values.

4.3 FVM on non-uniform mesh

The grid nomenclature used for FVM for the non-uniform mesh is shown in figure 4.3.

The discretization used for the unstructured mesh used in this section is not used in other

chapters. The intention of this chapter is to justify the reduction of the order of accuracy

of the conservative discretization on a arbitrarily varying non-uniform grid.
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Volume averaged value at different cells are given as

Ūi−2 =
1

∆x−2

ˆ −(
∆x0
2

+∆x−1)

−(
∆x0
2

+∆x−1+∆x−2)

u(ξ)dξ (4.25a)

Ūi−1 =
1

∆x−1

ˆ −∆x0
2

−(
∆x0
2

+∆x−1)

u(ξ)dξ (4.25b)

Ūi =
1

∆x0

ˆ ∆x0
2

−∆x0
2

u(ξ)dξ (4.25c)

Ūi+1 =
1

∆x−1

ˆ (
∆x0
2

+∆x1)

∆x0
2

u(ξ)dξ (4.25d)

Ūi+2 =
1

∆x−2

ˆ (
∆x0
2

+∆x1+∆x2)

(
∆x0
2

+∆x1)

u(ξ)dξ (4.25e)

Extension of standard FVM to non-uniform mesh

Here, we shall derive a third-order conservative discretization based on the procedure

described in [88, 89] for a uniform grid where the derivative is approximated as

dU

dx
=

Ui+0.5 −Ui−0.5

∆x0
(4.26)

where a, b and c in eq. 4.13 are derived in terms of Ūi−1, Ūi and Ūi+1 using eq. (4.25).

On substituting these in eq. 4.21 with x = ∆x0
2

, we get

Ui+0.5 = a

(
∆x0
2

)2

+ b

(
∆x0
2

)
+ c (4.27)

Similarly, a, b and c in eq. 4.13 is derived in terms of Ūi−2, Ūi−1 and Ūi using eq. 4.25.

On substituting in eq. 4.21 with x = −∆x0
2

, we get

Ui−0.5 = a

(
−∆x0

2

)2

+ b

(
−∆x0

2

)
+ c (4.28)
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Extension of FVM based on the left and the right state to non-uniform grid

We can derive a, b and c in eq. 4.13 in terms of Ūi−1, Ūi and Ūi+1 using eq. (4.25) and

on substituting in eq. 4.21, we get

UL
i+0.5 = a

(
∆x0
2

)2

+ b

(
∆x0
2

)
+ c (4.29)

Similarly the right state for i + 0.5 is derived in terms of Ūi, Ūi+1 and Ūi+2 using

eq. (4.25) and on substituting in eq. 4.21, we get

UR
i+0.5 = a

(
∆x0
2

)2

+ b

(
∆x0
2

)
+ c (4.30)

The right state for i− 0.5 is derived in terms of Ūi−1, Ūi and Ūi+1 using eq. 4.25 and

on substituting in eq. 4.21, we get

UR
i−0.5 = a

(
−∆x0

2

)2

+ b

(
−∆x0

2

)
+ c (4.31)

The left state for i− 0.5 is derived in terms of Ūi−2, Ūi−1 and Ūi using eq. 4.25 and

on substituting in eq. 4.21, we get

UL
i−0.5 = a

(
−∆x0

2

)2

+ b

(
−∆x0

2

)
+ c (4.32)

The derivative for non-uniform mesh can be approximated as

dU

dx
=

Ui+0.5 −Ui−0.5

∆x0
(4.33)

Ui+0.5 =
UL
i+0.5 +UR

i+0.5

2
Ui−0.5 =

UL
i−0.5 +UR

i−0.5

2

This procedure is an extension of higher order conservative discretization in uniform

mesh for the convection equation described in [86]. The final formulation is given in

eq. A.1. Eq. A.1 reduced to the fourth-order central difference scheme if we substitute
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∆x−2 = ∆x, ∆x2 = ∆x, ∆x−1 = ∆x and ∆x1 = ∆x. The fourth-order central

difference scheme is

dU

dx
=

1

12∆x
(−Ūj+2 + 8Ūj+1 − 8Ūj−1 + Ūj−2) O(∆x4)

Eq. A.1 is denoted here as N-FVM-CD5 because this is a non-uniform finite volume

scheme. Here, CD5 does not mean a fifth-order accurate scheme, but it is a five-point

scheme. Three-point N-FVM-CD3 (i− 1, i and i+1) on arbitrarily varying non-uniform

grid is given in eq. 4.34. This reduces to the standard second-order scheme when a uni-

form grid is used.

du

dx
=

Ūi+1∆x0 − Ūi−1∆x0 − Ūi∆x−1 + Ūi+1∆x−1 + Ūi∆x1 − Ūi−1∆x1
(∆x0 +∆x−1)(∆x0 +∆x1)

O(∆x)

(4.34)

Another three-point upwind N-FVM-UP3 framed using i−2, i−1 and i on a arbitrarily

varying non-uniform grid is given in eq. 4.35.

du

dx
=

Ūi − (2Ūi−1∆x−1+Ūi−1∆x−2−Ūi−2∆x−1)
(∆x−1+∆x−2)

+ (∆x0(Ūi−Ūi−1))
(∆x0+∆x−1)

∆x0
O(∆x) (4.35)

Eq. 4.35 reduced to the second-order upwind scheme when a uniform grid is used.

4.4 Challenges in extending higher-order FVM to arbi-

trarily varying non-uniform grid

Since FVM uses the integral equations, it can be used on the non-uniform and the un-

structured mesh. However, when it is applied to an arbitrarily varying non-uniform grid,

it faces some difficulties. FVM shows a drop in the order of convergence for non-uniform

and unstructured mesh [90, 91, 92, 93]. When a discontinuity or singularity is present in

the solution [94], the accuracy of a numerical scheme decreases to lower-order. When a

higher-order method developed for a uniform grid is applied to a highly stretched grid, it

may result in a lower-order solution [95].
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The distinct source of errors in FVM is, errors due to poor mesh, interpolation/ex-

trapolation, flux calculation, and others. Some of the significant causes of mesh error are

non-orthogonality in the mesh, mesh skewness, and mesh non-uniformity [96]. In one of

the test cases based on mesh adaptation in [97], the error increased due to the lack of

orthogonality and mesh-to-flow alignment. The quality of the mesh plays a vital role in

the accuracy of the solution. Another error source is the artificial viscosity introduced by

Riemann solvers in calculating the flux at a cell interface. Also contributing to error is

truncation error in the approximation of continuous functions in the discrete space.

Mesh shape plays a key role in the solution’s accuracy. For example, in Cartesian

geometry, a square mesh has a comparatively lower error than a triangle mesh. For dis-

cretization errors for different types of mesh, please refer to [96]. Various error estimates

have been derived for FVM. Face Residual Error Estimator (FREE) [96], Numerical Dif-

fusion Ratio (NDR) [98], and Richardson’s extrapolation [99] are some of them. To

measure local solution error [100], the imbalance between kinetic energy and angular

momentum between the cells can be used. It is easy to obtain the convergence or order of

accuracy of conservative discretization on a uniform mesh. However, obtaining the same

for a non-uniform mesh is not easy.

The order of accuracy of the conservative schemes is discussed in sections 4.4.1. We

have also studied the reasons behind the reduction in the order of accuracy in the conser-

vative discretization when the quality of the mesh is poor. A theoretical evidence showing

the need for a smooth variation in the FVM mesh distribution is provided.

4.4.1 Taylor series order analysis

The order analysis of a scheme can be performed using the polynomial basis [101]. We

refer [102] for the derivation of FDM using a polynomial basis. First, we will review the

polynomial order analysis for FDM derived for uniform grids, and then we will check the

order analysis for the N-FVM developed for the non-uniform grid.

The fourth-order central scheme (CD4) is given as

dU

dx
=

1

12∆x
(−Uj+2 + 8Uj+1 − 8Uj−1 + Uj−2) O(∆x4) (4.36)
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As the CD4 scheme spans over five-points, maximum order possible is four for the first

derivative approximation. The sum of the coefficients should be zero for the basic consis-

tency test or zeroth-order accuracy, i.e., (-1 + 8 -8 +1 ) = 0.

1. First-order check:

• First we start with the first-order polynomial, that is U(x) = a0 + a1x. Its

derivative at x =0 is dU
dx

= a1.

• For the first-order polynomial, Ui−2 = U(−2∆x) = a0 + a1(−2∆x), Ui−1 =

U(−∆x) = a0 + a1(−∆x), Ui = U(0) = a0 + a1(0), Ui+1 = U(∆x) =

a0 + a1(∆x) and Ui+2 = U(2∆x) = a0 + a1(2∆x).

• On substituting the values of Ui−2, Ui−1, Ui, Ui+1 and Ui+2 in CD4 scheme

and simplifying, it gives dU
dx

= a1. This is equivalent to the derivative of

U(x) = a0 + a1x, so it is at least first-order.

2. Second-order check:

• Increment the order of polynomial U(x) = a0 + a1x + a2x
2. Its derivative at

x = 0 is dU
dx

= a1.

• For the second-order polynomial, Ui−2 = U(−2∆x) = a0 + a1(−2∆x) +

a2(−2∆x)2, Ui−1 = U(−∆x) = a0 + a1(−∆x) + a2(−∆x)2, Ui = U(0) =

a0 + a1(0) + a2(0)
2, Ui+1 = U(∆x) = a0 + a1(∆x) + a2(∆x)

2 and Ui+2 =

U(2∆x) = a0 + a1(2∆x) + a2(2∆x)
2.

• On substituting the values of Ui−2, Ui−1, Ui, Ui+1 and Ui+2 in CD4 scheme

and simplifying, it gives dU
dx

= a1. This is equivalent to the derivative of

U(x) = a0 + a1x, so it is at least second-order.

3. Increment the order of polynomial and follow the steps till dU
dx

̸= a1. If n+ 1 is the

order of polynomial at which dU
dx

= a1, then the order of the scheme is n. In this

case when U(x) = a0 + a1x+ a2x
2 + ...a5x

5, it will not satisfy dU
dx

= a1 condition

so it is a fourth-order scheme.

Although the above approach is longer than finding the order of accuracy by expand-

ing the Taylor series, this is relatively simple for the unstructured mesh. A symbolic
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computation is used to evaluate the truncation error and it is faster when compared to

the term’s expansion in the Taylor series. First, we create a third-order finite difference

scheme for the non-uniform grid shown in figure 4.3 and check the scheme’s order of

accuracy.

For the grid shown in figure 4.3, the distance of Ui−1 and Ui−2 from origin is ∆x0+∆x−1
2

and −(∆x0+∆x−1)
2

− (∆x−2+∆x−1)
2

respectively. To frame a second-order finite difference

scheme, we need second-order polynomial, U(x) = a0 + a1x+ a2x
2.

Then Ui, Ui−1 and Ui−2 are

Ui = U(0) (4.37a)

Ui−1 = U

(
∆x0 +∆x−1

2

)
(4.37b)

Ui−2 = U

(
−(∆x0 +∆x−1)

2
− (∆x−2 +∆x−1)

2

)
(4.37c)

Eq. 4.37 are functions of a0, a1, a2, Ui, Ui−1, and Ui−2. We should solve for a0, a1

and a2, where dU
dx

= a1. Third-order finite difference scheme is given in eq. A.3.

lemma 4.4.1. Show that the order of accuracy of the three-point finite difference scheme

in eq. A.3 is two.

Proof. The condition for consistency property or zeroth order accuracy is
∑
ai = 0. If

we substitute Ūi−2 = 1; Ūi−1 = 1; Ūi = 1; Ūi+1 = 1; Ūi+2 = 1 in eq. A.3 it will

become zero so it is at least zeroth-order accurate.

Consider the solution is linear then U(x) = a1x + a0. If we substitute Ūi−2 =

U(−((∆x−1 +∆x0)/2 + (∆x−1 +∆x−2)/2)); Ūi−1 = U(−((∆x−1 +∆x0)/2)); Ūi =

U(0); Ūi+1 = U((∆x1 + ∆x0)/2); Ūi+2 = U((∆x1 + ∆x0)/2 + (∆x1 + ∆x2)/2) in

eq. A.3, we get a1 so it is at least first-order accurate.

Consider the solution is quadratic then U(x) = a2x
2 + a1x + a0. If we substitute

Ūi−2 = U(−((∆x−1+∆x0)/2+(∆x−1+∆x−2)/2)); Ūi−1 = U(−((∆x−1+∆x0)/2));

Ūi = U(0); Ūi+1 = U((∆x1+∆x0)/2); Ūi+2 = U((∆x1+∆x0)/2+(∆x1+∆x2)/2)

in eq. A.3, we get dU
dx

∣∣
x=0

= a1, so it is at least second order accurate.

Consider the solution is cubic then U(x) = a3x
3 + a2x

2 + a1x+ a0. If we substitute
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Ūi−2 = U(−((∆x−1+∆x0)/2+(∆x−1+∆x−2)/2)); Ūi−1 = U(−((∆x−1+∆x0)/2));

Ūi = U(0); Ūi+1 = U((∆x1+∆x0)/2); Ūi+2 = U((∆x1+∆x0)/2+(∆x1+∆x2)/2)

in eq. A.3, we get dU
dx

∣∣
x=0

= a1, so it is at least third-order accurate.

Consider the solution is quartic then U(x) = a4x
4 + a3x

3 + a2x
2 + a1x + a0. If we

substitute Ūi−2 = U(−((∆x−1+∆x0)/2+(∆x−1+∆x−2)/2)); Ūi−1 = U(−((∆x−1+

∆x0)/2)); Ūi = U(0); Ūi+1 = U((∆x1+∆x0)/2); Ūi+2 = U((∆x1+∆x0)/2+(∆x1+

∆x2)/2) in eq. A.3, we get dU
dx

∣∣
x=0

̸= a1, so it is not a fourth-order accurate scheme and

it is third-order accurate.

■

Based on the order analysis using Taylor series, it is proved that eq. A.3 is a third-order

accurate scheme. Using this approach, we shall check the order of N-FVM-CD5(eq. A.1).

lemma 4.4.2. Conservative discretization formed using i−2, i−1, i, i+1 and i+2 points,

N-FVM-CD5(eq. A.2), cannot give the required order of accuracy on a non-uniform grid.

Proof. For consistency or zeroth-order accuracy, the summation of coefficients should

be zero
∑
ai = 0. For eq. A.2, the sum of the coefficient is zero so eq. A.2 is at least

zeroth-order accurate.

Consider the solution is linear then U(x) = a1x + a0. If we substitute Ūi−2 =

U(−((∆x−1 +∆x0)/2 + (∆x−1 +∆x−2)/2)); Ūi−1 = U(−((∆x−1 +∆x0)/2)); Ūi =

f(0); Ūi+1 = U((∆x1 + ∆x0)/2); Ūi+2 = U((∆x1 + ∆x0)/2 + (∆x1 + ∆x2)/2) in

eq. A.2 we will get dU
dx

∣∣
x=0

= a1, so it is at least first-order accurate.

Consider the solution is quadratic then U(x) = a2x
2 + a1x + a0. If we substitute

Ūi−2 = U(−((∆x−1+∆x0)/2+(∆x−1+∆x−2)/2)); Ūi−1 = U(−((∆x−1+∆x0)/2));

Ūi = U(0); Ūi+1 = U((∆x1 +∆x0)/2); Ūi+2 = f((∆x1 +∆x0)/2+ (∆x1 +∆x2)/2)

in eq. A.2, we get dU
dx

∣∣
x=0

̸= a1. So eq. A.2 is first-order accurate. ■

Above proof shows that the order of N-FVM-CD5(eq. A.2) is one, but we do get

better convergence for the uniformly stretched grid. Here, we shall explore the reasons

behind it. In a Arithmetic Progression (AP) grid the grid point is defined by xi+1 =

xi + d × (i − 1) + ∆x0, where ∆x0 is grid size of the first cell, d is a common dif-

ference. In the case of AP grid, the truncation error of N-FVM5-CD5 is as follows:
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Figure 4.4: Grid nomenclature used for unstructured grid in [103]

−( d
12

d2U
dx2

)−(11d
2

72
d3U
dx3

)−(129d
3

64
d4U
dx4

)−(31ad
2

24
d4U
dx4

)−(31a
2d

144
d4U
dx4

)−(a
4

30
d5U
dx5

)−(26131d
4

5760
d5U
dx5

)−

(1153ad
3

240
d5U
dx5

)− (2a
3d
5

d5U
dx5

)− (2881a
2d2

1440
d5U
dx5

)

So, N-FVM is a first-order accurate on AP grids. If d is a very small value, it may give

third-order accurate scheme on the numerical test cases. This could be a reason for FVM

method to show one order lower convergence than the theoretical maximum convergence

rate on the uniform varying grid. If d is very small, it can give the theoretical maximum

convergence. The second derivative terms in the truncation error is −( d
12

d2U
dx2

). This term

can act as a numerical viscosity to reduce/increase oscillations based on the CFL number

and the diffusion number of the problem.

If we enforce, Ui−0.5(x) = Ui+0.5(x−∆x), it leads to a second-order accurate scheme

because of the central nature of the stencil. It is worth noting that, in case of uniform mesh,

this approximation will lead to maximum order accurate scheme for this stencil. For ex-

ample, if Ui+0.5 =
1
6

(
2Ūi−2 − 7Ūi−1 + 11Ūi

)
, then Ui−0.5 =

1
6

(
2Ūi−3 − 7Ūi−2 + 11Ūi−1

)
.

For Ui−0.5 co-efficient are same as Ui+0.5, except the index (i) reduced by one. This we

call as index shifting property.

If we use the grid nomenclature shown in figure 4.4 and derived a formulation for

conservative discretization, the magnitude of oscillations is slightly higher. This could be

because nodes are located at the midpoint of two consecutive cells used in the figure 4.3.

We refer [103] for more details about conservative schemes for grid nomenclature shown

in figure 4.4. Proof for the first-order convergence of other lower-order FVM on the non-

uniform mesh is given below.
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lemma 4.4.3. The order of accuracy of N-FVM-CD3 (eq. 4.34) formed using i− 1, i and

i+ 1 is one.

Proof. For consistency or zeroth-order accuracy, the summation of co-efficients should

be zero
∑
ai = 0 and eq. 4.34 satisfies that property.

Consider the solution is linear; then, U(x) = a1x + a0. If we substitute Ūi−1 =

U(−((∆x−1 + ∆x0)/2)); Ūi = U(0); Ūi+1 = U((∆x1 + ∆x0)/2) in eq. 4.34 we get
dU
dx

∣∣
x=0

= a1; so it is at least first-order accurate.

Consider the solution is quadratic; then, U(x) = a2x
2 + a1x + a0. If we substitute

Ūi−1 = U(−((∆x−1 +∆x0)/2)); Ūi = U(0); Ūi+1 = U((∆x1 +∆x0)/2) in eq. 4.34,

we get dU
dx

∣∣
x=0

̸= a1; so it is a first-order accurate scheme. ■

lemma 4.4.4. The accuracy of N-FVM-UP3 (eq. 4.35) formed using i − 2, i − 1 and i

upwind scheme is first-order.

Proof. For consistency or zeroth-order accuracy, the summation of co-efficients should

be zero
∑
ai = 0, and eq. 4.35 satisfies that property.

Consider the solution is linear; then, U(x) = a1x + a0. If we substitute Ūi−2 =

U(−((∆x−1 +∆x0)/2 + (∆x−1 +∆x−2)/2)); Ūi−1 = U(−((∆x−1 +∆x0)/2)); Ūi =

U(0) in eq. 4.34, we will get dU
dx

∣∣
x=0

= a1; so it is at least first-order accurate.

Consider the solution is quadratic; then, U(x) = a2x
2 + a1x + a0. If we substitute

Ūi−2 = U(−((∆x−1+∆x0)/2+(∆x−1+∆x−2)/2)); Ūi−1 = U(−((∆x−1+∆x0)/2));

Ūi = U(0) in eq. 4.35, we will get dU
dx

∣∣
x=0

̸= a1; so it is a first-order accurate scheme.

■

When using a non-uniform grid, the fundamental conservative discretization of differ-

ent orders only satisfies Taylor sequence up to the first-order term. This has been proved

by Lemma 4.4.2, lemma 4.4.3 and lemma 4.4.4. The conservative cell-average discretiza-

tion loses its accuracy on a non-uniform grid but maintains its accuracy and order on a

uniform grid.
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(a) N-FVM on uniform and arbitrarily varying non-
uniform grid

(b) N-FVM on uniform varying arithmetic progres-
sion grids with different stretching

Figure 4.5: N-FVM on different grid configurations

4.4.2 Numerical test cases

Linear convection equation

One-dimensional convection equation is solved using eq. A.1 for spatial discretization

and the low storage RK4 for time integration. The initial condition is

u(x, 0) = exp

[
−
(x
3

)2]
(4.38)

The problem is solved upto T = 15 s with CFL number 0.6. The solution of the equa-

tion in the uniform grid and the non-uniform arbitrary varying grid is shown in figure 4.5.

N-FVM-CD5 is a non-uniform finite volume method given in eq. (A.1), NU-grid is ar-

bitrarily varying non-uniform grid; U-grid is uniform grid; AP1-grid is arithmetic pro-

gression(AP) grid with d = 0.001. AP2-grid is a AP grid with d = 0.01. N-FVM-CD5

produced oscillations on arbitrarily varying non-uniform grid and did not produce any os-

cillations on the uniform grid as shown in figure 4.5a. It is clear from figure 4.5b that the

AP grid with small stretching values did not produce oscillations, but when the stretching

is high, it produces oscillations.
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(a) Velocity plot of the viscous Burgers equation (b) Zoomed view of solution of Burgers equation

Figure 4.6: Solution of the viscous Burgers equation

4.4.3 Viscous Burgers equation

One-dimensional viscous Burgers equation is solved using n = 100 grid points up to flow

time 0.25 s, over the domain 0 to 4π. The equation is

∂u

∂t
+ u

∂u

∂x
= 0.1

∂2u

∂x2

The initial condition used is

u =


0 0 ≤ x ≤ π

sin(x) π < x < 3π

0 3π ≤ x ≤ 4π

The convection term is discretized using N-FVM-CD5 and the diffusion term is dis-

cretized using a second-order central difference scheme using CFL = 0.7. The vis-

cous Burgers equation solution is shown in the figure 4.6. The figure shows that when

a non-uniform grid is used, N-FVM-CD5 generates oscillations and does not generate

oscillations when a uniform grid is used.
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(a) Density (b) Pressure

Figure 4.7: Solution of Euler equation on different grid configuration

4.4.4 Euler equation

One-dimensional Euler equation is

∂U

∂t
+
∂E

∂x
= 0

U =


ρ

ρu

ρet

 E =


ρu

ρu2 + p

u(ρet + p)


The Euler equation is tested with an initial condition given in [104]. The initial condition

used is

ρ = 1; u = 0 p =
1

γ
+∆p; exp(−αx2)

where α = 0.05 and ∆p = 0.015. The problem is solved over the domain [-20, 20] using

CFL = 0.6.

The solution to this problem is shown in Figure 4.7, where U-grid indicates a uniform

grid, and NU-grid is a non-uniform grid. The HRK41 method [105] is used for time

integration. N-FVM-CD5 produces oscillations on a non-uniform grid for shock-free

solutions. We have already shown that conservative discretization could not provide the
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necessary convergence on an arbitrarily varying non-uniform grid.

4.4.5 Procedures to avoid oscillations in the higher-order conserva-

tive discretization

. In this section, a brief introduction to some ways to prevent oscillations in the higher-

order conservative discretization on arbitrarily varying non-uniform meshes is provided.

Gradually stretched grid

While the progressively stretched grid gives only first-order accuracy, it can produce a

good result comparable to that on a uniform grid when the stretching is not high. From

Figure 4.5b, it is clear that a highly stretched grid leads to oscillations in the solution. A

common technique used in computational fluid dynamics is the use of small grid stretch-

ing. This is a common technique, and we can use a numerical scheme developed for a

uniform grid on a non-uniform grid. If the grid is not highly stretched, it will provide the

same convergence of the scheme as for the uniform grid [103]. Finding an ideal grid for

a problem is a major drawback to this technique, and the mesh developer should make

a considerable effort. It is difficult to determine the maximum grid length allowed for a

problem because it depends entirely on the nature of the solution.

The truncation error of N-FVM-CD5 on AP-grid is −( d
12

d2U
dx2

). The sign of the d de-

termines whether the numerical viscosity can stabilize the solver or destabilize the solver.

If the d is positive, that is a gradually stretched grid, it adds dissipation. If the value of d

is negative, it adds anti-diffusion.

Calculating the derivative directly

Instead of using conservative discretization to determine derivatives, non-conservative

discretization can be used for linear equations. Note that spatial conservative discretion

does not always ensure physical conservation because conservative quantities depend on

space and time.

Although this strategy has worked well for linear equations, it may not always work
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(a) Solution of linear convection equation
(b) Solution of linear convection equation (zoomed
view)

Figure 4.8: Solution of linear convection equation with different schemes on different
grid configuration

on non-linear equations discretized on arbitrary grids. The solution of linear convection

equation with I.C given in eq. 4.38 is shown in figure 4.8. The equation is solved with

CFL = 1 up to a flow time of 0.5 s. In Figure 4.8, CD4 is the fourth-order central

difference scheme; N-CD4 is the central fourth-order finite difference scheme derived

using points i − 2, i − 1, i, i + 1 and i + 2 on the non-uniform grid; U-grid is a uniform

grid and NU-grid is an arbitrarily varying non-uniform grid. Time integration is carried

out using a low storage RK4 scheme. N-FVM-CD5 produced spurious oscillations, as

shown in 4.8, but other schemes produced no oscillations.

The description of the governing equation and initial condition is given in the sec-

tion 4.4.3. The solution of the viscous Burgers equation is shown in figure 4.9, where

UP3 is third-order upwind scheme framed using the grid points i − 2, i − 1, i and i + 1

on a uniform grid. N-UP3 is third-order upwind scheme framed using grid points i − 2,

i − 1, i and i + 1 on the non-uniform grid. N-FVM-CD5 is a conservative scheme given

in eq. A.2. When using the third-order N-UP3 scheme, no oscillations are produced,

but oscillations occur when N-FVM-CD5 is used. Although direct derivative calculation

worked for the non-linear Burgers equation, it does not work for the Euler equation in the

presence of shock. In the subsection 4.4.5, we study a common way of finding a solution

to the Euler equation by adding artificial viscosity. It can be noted that the addition of
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(a) Solution of Burgers equation (b) Solution of Burgers equation (zoomed view)

Figure 4.9: Solution of Burgers equation with different schemes

artificial viscosity reduces the accuracy of the scheme.

Adding artificial viscosity

The addition of artificial viscosity is an easy and efficient way to remove oscillations in

the solution. An adequate amount of artificial viscosity can provide sufficient bias in the

numerical scheme and eliminate oscillations. However, the solution may be diffused and

may make the scheme relatively lower order.

Linear convection equation The governing equation and discretization procedure de-

scribed in the section 4.4.2 is used here. Figure 4.10 shows the solution of linear convec-

tion equation using N-FVM-CD5 with and without artificial viscosity. N-FVM-CD5-AV

is N-FVM-CD5 scheme with artificial viscosity, where second-order diffusion term is

added with the coefficient of viscosity value 0.01. From figure 4.10b, we can observe that

the artificial viscosity can remove the oscillations present in the N-FVM-CD5 scheme.

Adding artificial viscosity can diffuse the result that is shown in figure 4.11b. Because a

very small amount of oscillations are present in the solution, artificial viscosity has a little

impact on the solution.
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(a) Solution of linear convection equation
(b) Solution of linear convection equation (zoomed
view)

Figure 4.10: Solution of linear convection equation with and without artificial viscosity

(a) Solution of linear convection equation (b) Linear convection equation (zoomed view)

Figure 4.11: Solution of linear convection equation with and without artificial viscosity
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(a) Density plot using uniform grid (b) Density plot using non-uniform grid

Figure 4.12: Solution of Euler equation with and without artificial viscosity

Euler equation Euler equation is solved with the initial condition and discretization

given in section 4.4.4. A small amount of artificial viscosity (0.2) is added to remove

any oscillations present. Figure 4.12 shows the solution of the Euler equation with and

without artificial viscosity. Because of the lack of viscosity in the Euler equation, it pro-

duces oscillations even on the uniform grid that is stabilized by adding artificial viscosity

(figure 4.12a). Artificial viscosity can eliminate oscillations in a uniform, finite-volume

scheme when applied to a non-uniform grid, as shown in figure 4.12b.

Riemann solver

A good Riemann solver can remove the oscillations present in the solution. Here, we

shall study the elegance of Riemann solver in eliminating oscillations. Figure 4.13 shows

the solution of the Euler equation with and without Riemann solver on a uniform grid.

From figure 4.13b, it is clear that Riemann solver can remove oscillations in the solution.

However, Riemann solver has a little impact than adding artificial viscosity on removing

oscillations on a non-uniform grid. If these are combined, they could perform even better

at the cost of numerical diffusion.
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(a) Density plot using uniform grid (b) Density plot using uniform grid (zoomed)

Figure 4.13: Solution of Euler equation with and without Riemann solver

Point-based reconstruction

Conservative discretion is based on the cell-average reconstruction. Cell-average and

point-based reconstruction lead to a different formulation when the order of the scheme

is more than two, even on a uniform grid. The Euler equation is solved with the initial

condition defined in section 4.4.4. A limiter is applied on the first and second derivatives

of the primitive variables to obtain a third-order accurate scheme. Figure 4.14b shows a

comparison of density for the averaged and point-based third-order scheme. Average and

point-based FVM gave more or less the same result when low CFL was used. The aver-

age process leads to numerical instability when a high CFL number is used. Therefore,

point-based FVM methods could be used for the derivative calculations in the high-speed

flow problems when higher-order schemes are used with a Riemann solver. Cell-average

FVM may be acceptable in the low-speed shock-free problems because one can avoid

Riemann solver and retain the accuracy of the flux derivatives. This method can also be

viewed as a cell-averaged method, but the average is carried over to one cell instead of

multiple cells.
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(a) Velocity plot averaging and point-based FVM at
CFL = 1.5 with n = 102

(b) Density plot of averaging and point-based FVM at
CFL = 1.5 with n = 102

Figure 4.14: Solution of the Euler equation

4.5 Summary

Finite volume and conservative finite difference schemes are the two popular schemes

based on the conservative discretization. The accuracy of the conservative discretization

depends on the accuracy of the interpolation, Riemann solver, orthogonality of mesh,

the skewness of mesh, non-uniformity of mesh etc. Among them, non-uniformity is a

common source of error in both the schemes when a unstructured grid is used. FVM and

conservative-FDM reduce to the same formulation for the one-dimensional case. They

also share the same formulation in the two-dimensional case when rectangle mesh is used

and in the three-dimensional case when a cuboid mesh is used. In this work, we have

given a theoretical proof for the reduction in the order of conservative discretization on

an arbitrarily varying non-uniform grid. We have shown the presence of oscillations in

conservative discretization on a non-uniform grid. Conservative discretization on the non-

uniform grid can give the required convergence when the grid is slightly stretched, but it

may show oscillations when the grid is highly stretched.
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5
Higher-Order High-Resolution Slope

Limiter

High-resolution schemes are based on a non-linear switch and are essential for shock reso-

lution. The parabolic basis of reconstruction is prone to Runge’s phenomena, and shocks

cannot be resolved. Limiters are the first high-resolution schemes. Limiters are diffu-

sive as they reduce to first-order in the non-smooth regions. Essentially Non-Oscillatory

scheme (ENO) is less diffusive than the limiter. The first ENO scheme was first devel-

oped by Harten, Engquist, Osher and Chakravarthy in 1987 [87]. ENO uses the best and

smoothest among the available polynomials for the reconstruction. The smoothness is de-

termined based on the magnitude of the derivatives. The ENO algorithm uses conditional

statements that increase the computational time and decrease the program’s readability.

Liu, Osher and Chan in 1994 suggested the Weighted Essential Non-Oscillatory (WENO)
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algorithm. The WENO algorithm gained more popularity among researchers as it avoided

the conditional statements by giving weightage to the polynomials based on its smooth-

ness. The formulation and the need for limiters and WENO schemes are demonstrated in

this chapter. New limiters are also introduced in this chapter.

5.1 Limiter

Due to the robustness, accuracy and greater stability than other high-resolution schemes,

limiters are common and widely used in Computational Fluid Dynamics (CFD). It is

based on the total variation diminishing (TVD) principle, i.e. it will not allow the solution

value to increase by limiting its value. The reduction in the accuracy of TVD schemes at

shocks is to maintain monotonicity [106]. The fundamentals of limiters can be found in

[12, 107].

The need for a the limiter is illustrated using the following example. Let us assume we

are doing one reconstruction step function (refer figure 5.1) that is extrapolating solution

value at i+ 0.5 using a backward in space method. This can be written as

yi+0.5 = yi +
1

2
dfi (5.1)

If an extrapolation using the backward difference scheme (yi − yi−1) is performed at

i+ 0.5, the maximum value of the step-function will be surpassed because the derivative

at i is positive. Using the forward difference scheme, (yi+1 − yi), the derivative at i is

zero, so this derivative information should be used at i. Similarly, in the case of i− 3
2
, the

minimum value of interpolation value decreases below the minimum value of the actual

step function, if we use the forward difference scheme. The backward difference scheme

should be used in that case. In both cases, we have a slope leading to a solution increase,

and another leading to a diffusive outcome, so we can hope for a better solution if we take

a slope in between the two. A minmod limiter proposed in [108] is a limiter that uses the

least value of the slopes.

The classical MUSCL scheme is a second-order scheme which is extended to the
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i-1
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i-0.5

i+0.5

i-1

i
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a)

b)

Figure 5.1: a) Simple differentiable step like function b) The derivative of the step func-
tion

third-order in [109]. A fourth-order reconstruction polynomial with monotonicity retain-

ing property is presented in [110]. Since parabolic reconstructions are prone to Runge’s

phenomena, hyperbolic reconstructions are explored in [111]. It is possible to express all

the second-order schemes in a general form in conservative discretization; such schemes

are called κ-schemes [12, 112].

Ui+0.5 =
1

2
(Ui+1 +Ui)−

1− κ

4
(Ui+1 − 2Ui +Ui−1) (5.2)

Eq. 5.2 can be viewed as a central difference scheme with the inclusion of an artificial

dissipation term. When combined with explicit Euler time integration [102], all schemes

will become unstable without the artificial dissipation term, so higher-order schemes use

bias that leads to numerical dissipation. This bias is needed to provide upwinding for

hyperbolic equations [113]. Eq. 5.2 reduces to different limiters for different values of κ.

For example, for κ = −1 it reduces to linear-upwind interpolation [114]. Eq. 5.2 becomes

Fromm scheme [115] for κ = 0 so the dispersion term in truncation error disappears.

Cubic-upwind interpolation [116] is recovered for κ = 1
3
. Quadratic-upwind interpolation
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scheme [117] can be obtained by substituting κ = 1
2
. A central difference scheme is

obtained for κ = 1. Comparison of different limiters is presented in [112, 118].

The minmod limiter [119] is relatively more diffusive but can handle poor quality

mesh and a variety of flow conditions. Superbee limiter [120] was proposed to improve

the shock resolving property of the limiter. Due to aggressive switching nature of su-

perbee, it may produce oscillations in the solution. To make one compromise between

resolution and dispersion a limiter which is smoothly varying in the Sweby diagram [107]

is proposed in [121]. Harmonic limiter [106] does a harmonic averaging of the upwind

and central gradient. A popular limiter that will not fall into Sweby diagram for the neg-

ative value of r is introduced in[122]. CHARM [123] is another limiter in which the

limiter value can go up to three. This maximum value of flux-limiter can view as an

anti-diffusion term for slope correction in the face flux calculation. This maximum value

cannot be arbitrarily increased as it leads to unphysical oscillations in the solution.

The maximum anti-diffusion value is increased up to 3 in HCUS limiter [124]; this

limiter is comparatively computationally economical than CHARM. HQUICK is another

limiter [124], where the anti-diffusion term is pushed up to 4. A flux limiter method

based on monotone first-order weighted (FORWE) scheme is presented in [125]. Hybrid

low-dissipation and adaptive MUSCL reconstruction techniques are presented in [126].

Third-order accurate reconstruction using three points were developed in [127]. A class

of three-point based reconstruction polynomial with limiters that can achieve higher-order

can be found in [112]. A variant of superbee limiter with good shock resolving prop-

erty is proposed in [118]. Minmod limiter with sign preserving property can be found

in [128]. Other popular flux-limiters are Koren limiter [129], Chakravarthy limiter [130],

OSPRE [124], SMART [131], and UMIST [132]. A limiter which is smoothly varying in

the Sweby diagram and good for unstructured grid is proposed in [133].

An efficient TVD scheme for shallow water problem with source terms is applied

in [134]. Most of the TVD schemes that ensure monotonicity in one-dimensional prob-

lems may not work well for multidimensional problems [135]. The results can be even

worse on the unstructured grids. A multidimensional unstructured edge-based limiter is

presented in [135] and a non-local flux limiter is proposed in [136]. A comparison of
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TVD, ENO and UNO on the unstructured mesh is studied in [137]. An efficient high-

resolution relaxation scheme for hyperbolic systems of conservation laws is explored

in [138]. Flux-limiters for the coupling of radiation and hydrodynamic models are ex-

plored in [139]. The effect of the limiters on different time marching schemes is studied

in [140].

TVD second-order schemes with added artificial viscosity are studied in [141]. The

performance of the various limiters on Zalesak [142] ellipse problem is discussed in [143]

and concludes that the spreading limiters has yielded better results for smooth solutions

and the non-spreading limiters has yielded better results when discontinuities are present.

A flux limiter based on the Richtmyer-Lax-Wendroff method coupled with a conservative

upwind method and a non-conventional flux-limiter function is provided in [144]. A uni-

fied, universal total stability region and a new flux-limiter are proposed in [145]. In [146],

non-negative positive preservation, flux-limiter technique is given for the worst-case pric-

ing model in financial mathematics. A vertex-based slope-limiter with adaptive p-refining

on discontinuous Galerkin methods is provided in [147, 148].

5.1.1 Governing equation and discretization

Governing differential equation considered in this chapter is the Euler equation. The one-

dimensional form of the Euler equation is

∂U

∂t
+
∂F

∂x
= 0 (5.3)

U =


ρ

ρu

ρE

 F =


ρu

ρu2 + p

u(ρE + p)



Formulating integral form of the equation by doing volume averaging in the cell Ii ∈

[i− 0.5, i+ 0.5] using the method of line leads to

dŪi

dt
= − 1

∆x
(Fi+0.5 − Fi−0.5) (5.4)
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where Fi+0.5 is numerical flux at the cell interface computed from Fi+0.5 = F(UR
i+0.5,U

L
i+0.5)

and U ∈ IR3. The second-order numerical flux may be achieved by evaluating UR
i+0.5,

UL
i+0.5 given in eq. 5.5 but it may end up in oscillations in the non-smooth data because

of non-monotonicity.

UL
i+0.5 = Ui +

∆x

2
dU+

∆x2

8
d2U O(∆x3)

UR
i+0.5 = Ui+1 −

∆x

2
dU+

∆x2

8
d2U O(∆x3) (5.5)

Limiter function is used on the gradients

UL
i+0.5 = Ui +

∆x

2
L[dU] +

∆x2

8
L[d2U]

UR
i+0.5 = Ui+1 −

∆x

2
L[dU] +

∆x2

8
L[d2U] (5.6)

where L is the limiting operator. In the presence of shocks in the compressible flow, we

can not calculate UL
i+0.5 or UR

i+0.5 directly. It is necessary to restrict the value of dU

and d2U using the slope-limiter, otherwise it will produce non-physical oscillations in the

solution. Using the limiters the left and right states are determined using the Monotonic

Upwind Scheme for Conservation Laws (MUSCL) approach. Harten entropy fix based on

the jump present in the conserved variable is incorporated in the Roe scheme is used as the

Riemann solver. Hyperbolic Runge-Kutta-method [105] is used for the time integration.

5.2 Limiters used in the present work

This section discusses the second and the third-order limiters used in this thesis.

5.2.1 Second-order slope limiter

A second-order limiter is introduced in this section, and the numerical properties of these

limiters are discussed. Second-order flux-limiters are widely used in CFD, but achieving

a high-resolution result without significant wiggles in the solution is often a difficult task

when using an aggressive limiter. A computationally economical second-order limiter is
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presented in this section. The second-order limiter used here is comparable to the form

given in [112]. The representation and implementation of the limiter used in the present

work vary slightly from the flux-limiters in [107]. It is possible to write the interpolation

scheme as

Ui+0.5 = Ui +
∆x

2
L[∂U(U+,U−))] (5.7)

where L[∂U] = ψ(r)∂U(U+,U−) [112]. ψ(r) is the limiter function, r =
U−

1

U+
1

, U+
1 =

Ui+1 −Ui and U−
1 = U(i)−U(i− 1).

MMF1

This limiter is a modified minmod [107] limiter, but a different approach is used in choos-

ing limiting parameter.

L[∂U(U+,U−)] =

U+
1 + c(U−

1 −U+
1 )abs

(
U+

1

U−
1 +ϵ

)
ψ, if abs(U+

1 ) < abs(U−
1 )

U−
1 + c(U+

1 −U−
1 )abs

(
U−

1

U+
1 +ϵ

)
ψ, if abs(U+

1 ) ≥ abs(U−
1 )

(5.8)

where ψ = abs
(
sign(U−

1 )+sign(U+
1 )

2

)
Since the classical minmod chooses the absolute minimum of the slopes among the

right and the left slopes, the second-order scheme is diffused. There are oscillations if the

highest slope is chosen. In order to minimize dissipation, a small anti-diffusion term is

applied to the slope obtained from minmod. The resulting value of the slope should be

between the highest and lowest original values. The parameter r controls the magnitude

of the anti-diffusion so that the limiter remains in the monotonous region. The current

limiter is always in the monotone region, regardless of the value of r.

5.2.2 Basic properties of the MMF1 limiter

Condition to be satisfied by the second-order limiter is

0 ≤ ψ(r) ≤ min(2r, 2) (5.9)

lemma 5.2.1. MMF1 (eq. 5.8) always lie in monotone region in Sweby diagram for c = 1.
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Proof. Most extreme case is ψ(r) = 2, since r = U−

U+ ≥ 1

2U+ ≥ U+ + (U− −U+)abs

(
U+

U−

)
(5.10a)

U+ ≥ (U− −U+)
U+

U− (5.10b)

0 ≥ − U+2

abs(U−)
(5.10c)

Even for most extreme case ψ(r) = 2, the present limiter satisfies eq. 5.10c for all

value of U+ so it is monotone. ■

lemma 5.2.2. MMF1 always satisfies the minimum requirement of a second-order limiter

ψ(r)|r=1 = 1.

Proof. MMF1 expression in terms of r is

U(r) = 1 + c(r − 1) ∗ 1

U− (5.11)

when r = 1, U(r) = 1, so it will not add any anti-diffusion when the solution is smooth.

■

lemma 5.2.3. MMF1 is symmetric.

Proof. Symmetricity of limiter is defined as

∂U(U+,U−) = ∂U(U−,U+) (5.12)

Because MMF1 chooses the slope based on the magnitude of the left and the right slopes

regardless of the position in the argument of the limiting function so it is symmetric. ■

lemma 5.2.4. MMF1 is homogeneous.

Proof. Homogeneity property of limiter is defined as

∂U(λU+, λU−) = λ∂U(U−,U+) (5.13)
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Multiplying λ in the arguments of MMF1,

λU+ + λ(U− −U+)
U+

U− = λ∂U(U−,U+) (5.14)

So MMF1 satisfies homogeneity property. ■

lemma 5.2.5. MMF1 satisfies consistency property.

Proof. Consistency property of limiter is defined as:

∂U(a, a) = ∂U (5.15)

Substituting U+ in the arguments of MMF1

∂U(U+,U+) = U+ + λ(U+ −U+)
U+

U+
= U+ (5.16)

So MMF1 satisfies consistency property. ■

5.2.3 Third-order slope-limiters

A third-order TVD limiter is presented where the first and second derivatives are limited

in the interpolation of the left and right states. The general third-order scheme to calculate

face value at i+ 0.5 is

UL
i+0.5 = Ui +

∆x

2
L[∂U(U+,U−,U0)] +

∆x2

8
L[∂2U] (5.17)

UR
i+0.5 = Ui+1 −

∆x

2
L[∂U] +

∆x2

8
L[∂2U(U+,U−,U0)] (5.18)

where L is the limiter operator which operates on the gradients. In the stencil [i−2, i+2],

there are three ways to calculate ∂2U. They are

U−
2 = Uj−2 − 2Uj−1 +Uj O(∆x)

U0
2 = Uj−1 − 2Uj +Uj+1 O(∆x2) (5.19)

U+
2 = Uj − 2Uj+1 +Uj+2 O(∆x)

111



5.2.4 Minmod_s2

Eq. 5.19 provides three possible second derivative expressions for the stencil [i−2, i+2].

The best option is to take the minimum among abs(U2+), abs(U2−), and abs(U20).

L[∂2U(U+
2 ,U

−
2 ,U

0
2)] =


U+

2 ψ, if abs(U2)
+ < abs(U−

2 ) & abs(U
)
2+ < abs(U0

2)

U−
2 ψ, if abs(U+

2 ) ≥ abs(U−
2 ) & abs(U0

2) ≥ abs(U−
2 )

U0
2ψ else

where ψ =
sign(U+

2 )+sign(U−
2 )

2

This limiter is similar to convex-ENO (C-ENO) proposed in [149]. However, they

have used limiters on U−
2 and U0

2 and not on U+
2 . In the present limiter, extra conditions

are implemented to improve the stability and accuracy of the scheme, but the limiter is

computationally expensive than C-ENO. C-ENO and the present scheme is compared for

Shu-Osher problem. The initial condition used for this problem is:

(ρ, u, p) =

(3.857143, 2.629369, 10.33333) x ≤ −4

(1 + 0.2× sin(5x), 0, 1) x > −4

(5.20)

Figure 5.2 shows the solution of the Shu-Osher problem with 400 grid points at a

flow time of 1.8 s. The problem is solved by using CFL=0.8. The reference solution is

obtained by using a minmod limiter on 2000 grid points. C-ENO produced oscillations

when a large CFL number was used. When CFL number is less than 0.7 convex-ENO

did not generate any oscillations on this grid. Table 5.1 lists different combinations of

limiters used in this thesis for the first and second-order derivative terms.

5.3 Results of the second-order limiter

The performance of the MMF1 limiter on various standard test cases for 1-D and 2-D

Euler equations with different shock structures is studied in this section. The performance

112



(a) Density (b) zoomed view of density

Figure 5.2: Density plot of Shu-Osher problem with 400 grid points with CFL = 0.8

Table 5.1
List of the reconstruction schemes used

Notation 1st derivative 2nd derivative
MMF1 MMF1 -
Cada [150] Cada -
MM-S2 minmod minmod_s2
MMF1-S2 MMF1 minmod_s2
Convex-ENO [149] minmod minmod
Venkadakrishnan [133] (VK) VK -

of the current limiters on the unstructured triangular grid is also assessed.

5.3.1 Sod shock tube problem

The initial conditions for the problem are

(ρ, u, p) =

(1, 0, 1) x ≤ 0.5

(0.125, 0, 0.1) x > 0.5

(5.21)

This problem is solved using 200 grid points with CFL = 0.5. A second-order four-stage

hyperbolic Runge-Kutta method (HRK42 [105]) is used for time integration. Interpola-

tion is carried out in the primitive variables using the MUSCL scheme using different

limiters. The standard Roe scheme [151] with entropy fix is used for Riemann solver.
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A comparison of various limiters with MMF1 is presented in figure 5.3. From the fig-

ure 5.3, it is clear that MMF1 has better discontinuity resolving capability than all the

limiters considered in this work. The result of MMF1 is also comparable to the superbee

limiter. L2 error of the solution with different limiters is shown in table 5.2. The error is

calculated using eq. 5.22

Eρ =

√√√√(∑i=n
i=1 (ρ

exact
i − ρnumericali )2

n2

)
(5.22)

The relative error (% Eρ )is calculated using eq. 5.23.

%Eρ =
Elimiter
ρ

EMMF1
ρ

× 100 (5.23)

In eq. 5.23, EMMF1
ρ is root mean square (RMS) error of MMF1. Elimiter

ρ is the RMS

error of other limiters. For this test case, MMF1 is relatively more accurate than other lim-

iters. The result of suberbee and MMF1 is more or less the same, but MMF1 is relatively

more accurate than superbee in velocity (table 5.2). The current limiter is 25% more ac-

curate than minmod limiter. Venkatakrishnan limiter which perform well for unstructured

grid is relatively more diffusive than the other limiter.

Table 5.2
L2 error in Sod shock tube problem using different limiters

Limiters Eρ Eu Ep % Eρ

Minmod 0.029949108 0.097347997 0.034681065 125.7823
MMF1 0.023810274 0.079651239 0.026100415 100
Superbee 0.023958118 0.087255857 0.026877834 100.6209
Van Albada 0.028097104 0.093829356 0.032254258 118.0041
Venkatakrishnan 0.0220426951 0.09443749 0.02402663 92.57
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(a) Density plot (b) Zoomed view of contact discontinuity

(c) Density plot (d) Zoomed view of contact discontinuity

Figure 5.3: Density plot of Sod shock tube problem with 200 grids CFL = 0.5 at
t = 0.15s

5.3.2 Right expansion and left strong shock

This case has a only jump in the pressure in the initial condition; there are no jumps in

other variables. The initial condition used is

(ρ, u, p) =

(1, 0, 7) x ≤ 0.5

(1, 0, 10) x > 0.5

Numerical simulation is done using CFL = 0.9 over 200 grid points. The solution is

obtained up to a flow time of t = 0.1s, and the results are shown in figure 5.4. The L2
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(a) Density plot (b) Zoomed view of discontinuity

(c) Zoomed view of discontinuity (d) Zoomed view of discontinuity

Figure 5.4: Density plot of Right Expansion and left strong shock tube problem with
200 grids CFL = 0.9 at t = 0.1s
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error is presented in the table 5.3 for this test case. The performance of all the limiters

are identical, but there is a lower density error for superbee. In velocity and pressure

fields, MMF1 is slightly more effective than others. In general, the MMF1 limiter is more

accurate than the superbee limiter on the coarse grid, and the superbee limiter is more

accurate on the fine grid.

Table 5.3
L2 error in right expansion and left strong shock problem using different limiters

Limiters Eρ Eu Ep % Eρ

MMF1 0.032392426 0.086743897 0.294213352 100
Minmod 0.034556739 0.087621733 0.296819026 106.6815
Superbee 0.031561244 0.087006966 0.294756368 97.434
Van Albada 0.033673969 0.087865768 0.297727905 103.9563
Venkadakrishnan (VK) 0.0345159 0.08787372 0.29816845 106.55

5.3.3 Mach number 3 test case

The initial condition used is

(ρ, u, p) =

(3.857, 0.92, 10.333) x ≤ 0.5

(1, 3.55, 1) x > 0.5

The problem is solved by using 200 grid points with CFL = 0.9. The problem is simu-

lated to a flow time of t = 0.09s, and the results are shown in Figure 5.5. For this problem,

the MMF1 limiter has outperformed other limiters. The RMS error of different limiters

for this test case is shown in the table 5.4. The MMF1 limiter is 37% more accurate than

the minmod limiter.

Table 5.4
L2 error in Mach number 3 problem using different limiters

Limiters Eρ Eu Ep % Eρ

MMF1 0.058996677 0.057073058 0.170774375 100
Minmod 0.081226185 0.073182142 0.234189558 137.6793
Superbee 0.060195562 0.039913532 0.154488691 102.0321
Van Albada 0.073034229 0.063915602 0.202328364 123.7938
Venkadakrishnan (VK) 0.0688619 0.0637810 0.1764672 120.6557
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(a) Density plot (b) Zoomed view of discontinuity

(c) Zoomed view of discontinuity (d) Zoomed view of discontinuity

Figure 5.5: Density plot of Mach = 3 test with 200 grids CFL = 0.9 at t = 0.09s

5.3.4 Supersonic flow over a wedge

Supersonic flow at Mach number 6.5 over a 10◦ wedge is solved. The problem is solved

using a 401 × 401 quadrilateral grid. The boundary conditions used are slip wall on

the wedge and free-stream condition at the other boundaries. The derivatives are limited

using MMF1 limiter. Time integration is carried out using the implicit Euler method.

Mach number contours are shown in figure 5.6. There is no significant variation in the

solution between minmod1 and minmod, but the resolution of minmod1 is slightly better

than minmod, as shown in figure 5.7. Root mean square (RMS) error of minmod and

MMF1 is 0.1068824 and 0.097375, respectively. In terms of RMS error, MMF1 is 9.7%
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h

(a) Using MMF1 limiter (b) Using minmod limiter

Figure 5.6: Supersonic flow past 10◦ wedge with M = 6.5

more accurate than minmod. For this problem, Venkatakrishnan limiter shows a better

shock resolving property at the top surface but it shows a poor resolution at the lower side

of the shock.

5.3.5 Supersonic flow over a wedge with expansion fan

The limiter is evaluated on a wedge with a turning angle of 26.6◦ followed by a shoulder.

The simulation is carried on a 500×200 grid at a free-stream Mach number of 1.44. The

boundary condition is zero normal velocity on the lower boundary (wall) and free-stream

condition at other boundaries. Moving least square method with a Gaussian kernel is

used for interpolation. Time integration is carried out using the implicit Euler method.

For isotopic mesh, the vertex-centred system is more precise than the cell-centred system,

so the vertex-centred system is used. Here, an unstructured triangular grid is generated,

and the edge-based limiting procedure is followed. The pressure contours for the test case

are shown in figure 5.8a. The comparison of the experimental [152] and the theoretical

results with the computational results are shown in the figure 5.8b.

5.3.6 Shock reflection

Supersonic flow with an inflow Mach number 4.5 is passed over a wedge with angle

16.7◦. The domain [-1, 15] × [0, 1.5 ] is divided into 300 × 100 grid points. The problem

is solved using implicit Euler method and solved upto the steady state. The boundary

conditions used are slip wall on the lower and the upper surface. Free-stream condition

is used at the other boundaries. The performance of different limiters are compared.
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(a) Variation of Mach number at y = 0.5 (b) Zoomed view

(c) Zoomed view (d) Zoomed view

Figure 5.7: Supersonic flow past 10◦ wedge with M = 6.5

Figure 5.9 shows the pressure contour of different limiters for this test case. Figure 5.10

shows the pressure at y = 1.1 line. For this test case superbee is slightly better than

MMF1 limiter. Other limiters are more diffusive than MMF1 limiter.
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(a) Pressure contour of the wedge (b) Pressure on the surface of the wedge

Figure 5.8: Pressure plots of 26.6◦ semi-angle wedge at M = 1.44

(a) Pressure contour of minmod

(b) Pressure contour of superbee

(c) Pressure contour of Venkatakrishnan limiter

(d) Pressure contour of MMF1 limiter

Figure 5.9: Pressure plots of 16.7◦ semi-angle wedge at M = 4.5
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(a) Pressure plot (b) Zoomed view

Figure 5.10: Pressure plots at y = 1.1 line of 16.7◦ semi-angle wedge at M = 4.5

5.4 Results of the third-order limiter

The results of the third-order limiters are presented in this section. Compared to the Sod

shock tube problem, the results of third-order limiters are better than the second-order

limiters on the Shu-Osher problem and blast waves interaction problem. In general, for

problems with curvatures, third-order limiters function well.

5.4.1 Sod shock tube problem

Sod shock tube problem is solved using 200 grid points and CFL = 0.5. The test case is

solved up to a flow time of 0.1 s using HRK42 method. The initial condition is given in

eq. 5.21. The density plot of the test case is shown in figure 5.11. From the figure, it is

clear that third-order limiter MM-S2 is relatively more oscillatory than others, but it has

better shock resolution capability. Cada limiter [150] has shown a better trade between

shock resolution and over-shoots. L2 error of the test case is shown in table 5.5. Although

MMF1-S2 limiter has some over-shoots in the contact discontinuity when compared to

other limiters, it has given the least RMS error. The results from MMF1 are comparable

to that from the second-order limiter. MMF1-S2 is 16% more accurate than Cada limiter.
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Table 5.5
L2 error of Sod shock tube problem

Limiters Eρ Eu Ep % Eρ

MMF1 0.012085929 0.055583416 0.012893991 100
Cada 0.014126912 0.059664611 0.014680221 116.8873
MM-S2 0.015526093 0.059992679 0.015825881 128.4642
MMF1-S2 0.012049288 0.054684266 0.012724591 99.6968
Convex-ENO 0.01010391 0.03618296 0.0090118 83.6006
Venkatakrishnan 0.01492193 0.06068145 0.0153616 123.46531

5.4.2 Shu-Osher problem

The initial condition used is

(ρ, u, p) =

 (3.857143, 2.629369, 10.33333) x ≤ −4

(1 + 0.2× sin(5x), 0, 1) x > −4

The problem is solved in the domain [-5, 5]. The simulation is carried out up to a

flow time of 1.8 s using 400 grid points. The value of CFL number used is 0.5. It can

be seen from the results that the MMF1 limiter is unable to resolve some of the peaks

present in the solution. However, all second-order limiters are surpassed by the third-

order limiter MMF1-S2. The comparison of the different limiters is shown in figure 5.12.

The reference solution is obtained by using the minmod limiter on 2000 grid points. The

performance of Cada limiter and MMF1-S2 is good. The RMS error for this problem is

shown in table 5.6. The MMF1-S2 limiter is more accurate than any other limiter and has

the least RMS error. It is 53% and 20% more accurate than the MMF1 limiter and Cada

limiter respectively.

Table 5.6
L2 error of Shu-Osher problem

Limiters Eρ Eu Ep % Eρ

MMF1 0.121069366 0.047402636 0.190404816 100
Cada 0.094859715 0.022425722 0.094337962 78.3515
MM-S2 0.091178647 0.020078345 0.092606075 75.3111
MMF1-S2 0.078841668 0.021502648 0.094778111 65.1211
Convex-ENO 0.11988841 0.04358392 0.18415129 99.0246
Venkatakrishnan 0.1688152 0.08746029 0.227610 139.4367
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(a) Density plot (b) Zoomed view of discontinuity

(c) Zoomed view of discontinuity (d) Zoomed view of discontinuity

Figure 5.11: Density plot of Sod shock tube problem using 400 grids CFL = 0.5 at
t = 0.1s

5.4.3 Blast waves interaction

In this test case, a low-pressure region is placed between two high-pressure regions on

either side. The initial condition for this problem is

(ρ, u, p) =


(1, 0, 1000) x ≥ 0 and x ≤ 0.1

(1, 0, 0.01) x > 0.1 and x <= 0.9

(1, 0, 1000) x > 0.9 and x <= 1

The initial condition leads to the formation of two blast waves moving towards the central

low-pressure zone. When these waves come into contact with each other, they create
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(a) Density (b) zoomed view of density

(c) Density (d) zoomed view of density

Figure 5.12: Comparison of limiters on Shu-Osher problem.

a high-pressure zone. The waves travel outward after this, and the pressure at the core

decreases. This problem has a 105 pressure ratio, and the interacting blast wave will

increase the pressure at the end of the shock tube by more than three times of the initial

pressure. The solution is obtained by discretizing the domain [0, 1] with 400 grid points.

The problem was solved up to 0.025 s. The reference solution is obtained by using 2000

grid points. Figure 5.13 shows the solution. The L2 error of different schemes in this test

case is shown in the table 5.7.
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(a) Density (b) zoomed view of density

(c) Density (d) zoomed view of density

Figure 5.13: Density plot of blast wave interaction at t = 0.025 s

5.4.4 Summary

This chapter discusses new second-order and third-order limiters. The shock resolution

properties and the accuracy of the new limiters are compared with other common limiters

for standard benchmark problems. Although higher-order limiters are available in the lim-

iter form used in [153], few limiters have successfully used second-derivative terms when

expressed in the form used in [112]. Without considering the second-order derivative

data, most of the limiters use higher-order first derivative information. In this work, sec-

ond derivative terms are successfully integrated into the limiter without introducing any

oscillations. Present limiters are checked on a uniform and an unstructured grid. Present
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Table 5.7
L2 error of Blast wave interaction test case

Limiters Eρ Eu Ep % Eρ

MMF1 0.07925544 21.44495695 21.7792556 100
Cada 0.19745523 21.40694564 30.2437603 249.1378
MM-S2 0.33655261 21.37375978 38.0867291 424.6429
MMF1-S2 0.07987625 21.44441891 18.9531758 100.7833
Convex-ENO 0.3359265 21.3678743 39.063563 423.8529
Venkatakrishnan (VK) 0.3407564 21.365641 40.90038 429.9470

limiters have shown improved property and accuracy in shock resolution compared to

other limiters. On blast-wave problems, the performance of the current limiter is 247%

and 420% more accurate than the Cada limiter and Convex-ENO methods respectively.
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6
Weighted Essentially Non-Oscillatory

Scheme

The classical Fourier series and higher-order polynomial cannot exactly reconstruct step-

functions without spurious oscillations. The former one is called as Gibbs phenomena

and the latter is called as Runge’s Phenomena. Because of that, relatively lower-order

methods (but high resolution) are used in the non-smooth regions and high accurate

(higher-order) methods are used in the smooth regions. Essentially non-oscillatory(ENO)

scheme uses smoothest among all the polynomials for the reconstruction [78]. Since con-

ditional statements are computationally expensive, weighted essentially non-oscillatory

schemes are studied in [154, 7] where weights are given to all the polynomials based on

the smoothness of the solution [89]. To reduce the computational cost of finite volume

WENO, finite difference WENO is explored in [155]. The classical fifth-order WENO
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procedure uses quadratic polynomial and can retain fifth-order accuracy in the smooth

region [154, 7, 156]. Similarly, a seventh-order WENO is studied in [89, 157].

Because WENO is a versatile method that allows different ways to estimate smooth-

ness indicator (β), weights to the polynomial (w) and ϵ (small number added to the denom-

inator to avoid getting unphysical number), several researchers contributed to WENO in

the development of various formulations for those basic parameters. Mapped-WENO [89]

is an alternative to classical WENO, where a mapping function is suggested to obtain the

weights so that it can maintain higher-order accuracy at the critical points and it is further

refined in [158]. Different values of ϵ change the order of convergence of the scheme (i.e)

high value of ϵ causes the schemes tend to higher-order and small value makes it degrade

to ENO3 [159]. WENO-P [160] is a modified WENO scheme where a global higher-

order smoothness indicator is used to find the variation in the smoothness indicator of the

different polynomials and weights are adjusted based on that. WENO-Z [161] is similar

to WENO-P with a modification in the global smoothness indicator and the smoothness

indicator. In WENO-RL [162] a relative total variation limiter and relative smoothness

limiter are introduced to improve grid-convergence of WENO. Since classical seventh or-

der WENO performed poorly when two shocks present in the stencil, that is improved by

TENO [163].

A new class of limiter that includes ENO scheme as one of the cases with limiters,

where TVD is applied at the second derivative term and it is named as Power-ENO [164].

Parabolic reconstruction is common in WENO procedure, apart from parabolic recon-

struction, WENO scheme uses wavelet basis is studied in [165], Lagrange basis in [166]

and Hermite polynomial based HWENO is developed in [167]. An adaptive septic B-

spline quasi-interpolation WENO scheme is presented in [168]. Moving least-square

WENO is explored in [169]. The classical WENO procedure gives non-monotone nega-

tive weights in a staggered grid which is overcome in [170]. WENO scheme is improved

by grid staggering the level-set function in [171].

The classical WENO scheme is more dissipative and it is not recommended for direct

numerical simulation (DNS), so researchers attempted to improve the spectral property of

WENO scheme. The spectral analysis of WENO is carried out in [172]. Initially, WENO
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scheme is optimized for better spectral property [173], eventually, the researchers found a

better way to reduce numerical diffusion of WENO by adding one more point in WENO

stencil that is called as Bandwidth WENO (BWENO) [174]. BWENO is optimized to

minimize the spectral errors and it is explored in [175]. Both the WENO and BWENO

had a biased stencil so a central WENO that can adapt its stencil between central and

upwind is presented in [176, 177].

A sophisticated WENO for Large Eddy Simulation (LES) is studied in [178]. WENO

with controllable artificial dissipation and dispersion is presented in [179]. Schemes that

satisfy energy stability has better stability in the numerical results [180] and the energy

stable WENO construction procedure is described in [181]. Numerical schemes that sat-

isfy entropy inequality is called entropy stable scheme. WENO schemes satisfying such

property is presented in [182, 183]. WENO method can also act as a limiter to Discontin-

uous Galerkin (DG) method [184]. The extension of WENO to the unstructured mesh is

studied in [185, 186].

Apart from discretization and reconstruction, the accuracy of the solution also de-

pends on Riemann solver. We refer [187] for the comparison of different Riemann solvers,

WENO and MUSCL interpolation schemes. An adaptive characteristic-wise reconstruc-

tion of WENO-Z is explored in [188]. Where they proposed a hybrid component and

characteristic based WENO scheme that can retain the accuracy of characteristic-wise

reconstruction method with the lesser computational cost. Since the WENO scheme is

computationally expensive, a hybrid WENO scheme that makes a switch between linear

and non-linear scheme(WENO) is presented in [189]. WENO scheme is applied for traffic

flows and sedimentation models to resolve multi-scale structures [190, 191].

6.1 Discretization of the classical schemes

The general form of the scalar equation is:

∂ψ

∂t
+
∂u

∂x
= 0
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The integral formulation is formulated by carrying volume averaging in the cell Ii ≡

[i− 0.5, i+ 0.5] and using method of line leads to,

dψ̄i
dt

= − 1

∆x
(ui+0.5 − ui−0.5) O(∆x5)

where, ui+0.5 is numerical flux at the cell interface and u ∈ IR3.

ui+0.5 is calculated using reconstruction scheme and the reconstruction scheme used

here is WENO. Following [7], i+ 0.5 interface reconstruction flux for fifth-order scheme

can be written as,

ui+0.5 =
1

60
(2ūj−2 − 13ūj−1 + 47ūj + 27ūj+1 − 3ūj+2) (6.1)

and reconstruction flux at i− 0.5 cell-face is

ui−0.5 =
1

60
(2ūj−3 − 13ūj−2 + 47ūj−1 + 27ūj − 3ūj+1) (6.2)

From eq. 6.1 and eq. 6.2, we can notice that, for interpolating flux at i + 0.5 and

i − 0.5, the coefficients are same but index is shifted. Here, this kind of behaviour is

denoted as index shifted stencil. This index shifting property is essential for numerical

conservativeness [103]. Index shifted stencil will appear only if the function is smooth,

else that can be enforced by substituting ui−0.5 = ui+0.5(x−∆x), but this will end up in a

reduction in the order of accuracy when one of the polynomials is not smooth. That means

it will be dropped to second/third order in the non-smooth region instead of fourth-order.

Finite difference ENO procedure with reduced order polynomial which is used to retain

the order of accuracy of derivative. This occur when the left and the right face polynomial

are not index shifted which is presented in [192]. In the present work, instead of using the

reduced order polynomials for face flux calculation, the classical WENO polynomials are

used.

The main difference between the classical WENO and the present scheme is: in the

classical WENO schemes, smoothness indicator directly related to the weighting function

of the polynomial but in the present procedure smoothness indicators are used only to
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decide the smooth polynomials. Once the smooth polynomials are identified using one

computational economical switch, smoothness indicator will not play any role in further

calculations. It is worth noting that the present switch does not use any conditional state-

ments and can also act as a step-filter. The classical WENO scheme is very sensitive to

a small perturbation in weights. This problem was overcome in WENO-Z scheme by

introducing a global smoothness indicator. WENO-ZS scheme [193] can achieve fourth-

order accuracy but it used the conditional statements. The present formulation is differ-

ent from [166], where they presented one order-adaptive WENO scheme based on the

Legendre-polynomial which can make the reconstruction and smoothness indicator com-

pact. Here, the classical polynomials are used and the weighting procedure is also differ-

ent. The present method can be extended to WENO scheme based on a non-polynomial

basis.

A WENO scheme that can achieve fourth-order accuracy by including a fourth-order

polynomial as a WENO scheme basis is presented in [194]. The advantage of the present

scheme over this is: the present scheme uses three third-order polynomials and it can

achieve fourth-order accuracy but WENO-AON(5,4,3) [194] used four polynomial basis

to achieve the fourth-order accuracy. So the present scheme is computationally more

economical. The present scheme is similar to WENO-EZ scheme proposed in [195] but

in WENO-EZ decoupling the direct relationship between the weights and the smoothness

indicators are not carried out, so that may not always perfectly satisfy Taylor series. In

the presnt scheme, a standard value for the tuning parameter is proposed which works

well for numerical test cases. In addition to that, further tuning can be easily achieved

by changing it. Though the objective of the present scheme, convex-ENO [149], WENO-

ZS [193], WENO-AON(5,4,3) [194] and WENO-EZ [195] are the same, the way in which

the present scheme implemented is relatively simpler than others. The present schemes

are easy to implement and it has a tuning parameter that can be changed based on the

requirement of the problem. To the best of our knowledge, the present scheme is the

first WENO scheme that decouples the direct relation between smoothness indicator and

weight. Because of that, it can exactly satisfy Taylor series regardless of smoothness of

that data. Though some of the other adaptive WENO schemes may show the expected

rate of convergence on numerical test cases, they may not always satisfy Taylor series
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expansion. This is illustrated in a test case presented in the subsection 6.2.1.

6.2 The classical WENO formulation

For the third-order approximation, any variable can be written as

u(ξ) = a+ bξ + cξ2,

where ξ is the local co-ordinate of the variable u. Following[7, 89], the cell-average

quantity is defined as

ū(x) =
1

∆x

ˆ x+0.5∆x

x−0.5∆x

u(ξ) dξ,

where u ∈ IRn;

ū(x) = a+ bx+ c

(
x2 +

∆x2

12

)
, (6.3)

where ∆x = xi+0.5 − xi−0.5 for a uniform mesh. Here a, b and c are calculated by

substituting xi = xj + (i− j)∆x and the derivatives of any variable can be calculated as

∂u

∂x
=
ui+0.5 − ui−0.5

∆x

where xi+0.5 =
1
2
(xi+xi+1); i+0.5 is cell-center value; ui+0.5 = a+b(∆x

2
)+c(∆x

2
)2. a, b

and c are calculated from averaged u (that is ū) and ui+0.5 is calculated from non-averaged

(point-based) u because of weak formulation followed in conservative schemes.

The equation formed using eq. 6.3 are

p0i+0.5 =
1

6
(2ūi−2 − 7ūi−1 + 11ūi) = hi+0.5 −

1

4
p′′′(0)∆x3 +O(∆x4) (6.4a)

p1i+0.5 =
1

6
(−ūi−1 + 5ūi + 2ūi+1) = hi+0.5 +

1

12
p′′′(0)∆x3 +O(∆x4) (6.4b)

p2i+0.5 =
1

6
(2ūi + 5ūi+1 − ūi+2) = hi+0.5 −

1

12
p′′′(0)∆x3 +O(∆x4) (6.4c)
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h(x+ 0.5) =
2∑

k=0

γkp
k
i+0.5 +O(∆x5)

The ideal weights of those polynomials are γ0 = 1
10

, γ1 = 3
5

and γ2 = 3
10

The final reconstruction formula of WENO-JS scheme is

ui+0.5 =
∑
j

ωjp
j
i+0.5, ω̃j =

γj
(ϵ+ βj)2

The smoothness indicators [7] used here are

β0 =
13

12
(ūi−2 − 2ūi−1 + ūi)

2 +
1

4
(ūi−2 − 4ūi−1 + 3ūi)

2 , (6.5)

β1 =
13

12
(ūi−1 − 2ūi + ūi+1)

2 +
1

4
(ūi−1 − ūi+1)

2 , (6.5)

β2 =
13

12
(ūi − 2ūi+1 + ūi+2)

2 +
1

4
(3ūi − 4ūi+1 + ūi+2)

2 . (6.5)

The WENO scheme weights are

ωj =
ω̃j∑
j ω̃j

.

In case of WENO-Z scheme, the weights are calculated from

ω̃zj = γj

[
1 +

τ

(ϵ+ βj)

]
,

where τ = |β0 − β2| and

ωzj =
ω̃zj∑
j ω̃

z
j

. (6.6)

Final reconstruction formula of WENO-Z scheme is

ui+0.5 =
∑
j

ωzj p
j
i+0.5.
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In case of WENO-ZS scheme, the weights are calculated from

ω̃zsj = γj

[
1 +

τ

(ϵ+ βzsj )

]
,

βzsk =
βj + ϵ

βj + ϵ+ τ
,

ωzsj =
ω̃zsj∑
j ω̃

zs
j

.

The reconstruction formulation of WENO-ZS is

uzs1i+0.5 =
∑
j

ωzsj p
j
i+0.5.

The final reconstruction formulation of WENO-ZS scheme is

ui+0.5 =


h40, if τ 04 ≤ min(βi) and τ 14 > min(βi)

h41, if τ 04 > min(βi) and τ 14 ≤ min(βi)

uzs1i+0.5, otherwise

where,

h40 =
1

12
ui−2 −

5

12
ui−1 +

13

12
ui +

1

4
ui+1,

h41 = − 1

12
ui−1 +

7

12
ui +

7

12
ui+1 −

1

12
ui+2.

We refer to [163] for TENO5 scheme and TENO5-opt scheme. We also refer to [195]

for WENO-EZ scheme and WENO-EJS scheme.

6.2.1 Some of the limitations of WENO scheme

In general, the reconstruction formulation can be written as

pki±0.5 = hi±0.5 + Ak∆x
3 +O(∆x4) k = 0, 1, 2,
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where the quantities of Ak is given in eq. 6.4. The necessary and sufficient conditions

for the fifth-order convergence are [161, 196]

2∑
k=0

ω
±
k − γk = O(∆x6), (6.7a)

2∑
k=0

Ak(ω
+
k − ω−

k ) = O(∆x3), (6.7b)

ω
±
k − γk = O(∆x2). (6.7c)

where ω+ and ω− are the right and left state weights of WENO scheme. WENO-JS

scheme cannot satisfy the conditions in eq. 6.7a if one of the polynomials is not smooth.

That is illustrated in the following examples. The general form of the fifth-order WENO

scheme is

ui+0.5 = Ai−2ūj−2 + Ai−1ūj−1 + Aiūj + Ai+1ūj+1 + Ai+2ūj+2

Let us consider one test case which has discontinuity and curvatures, and study the

behavior of WENO schemes. The test case is

y = sin(2x) + tanh(2x) + 5× tanh(10000x)

Interpolation is carried over the interval [−2π, 2π] with 101 grid points. All the WENO

schemes work well on sin(x) function so we have chosen “sin” as a basis. Because

WENO schemes are designed for the problems having shocks, tanh(10000x) is incor-

porated to introduce a step-like curve in the solution. To make a test case moderately

smooth at all the points except shock, tanh(2x) is added. Now the problem has mod-

erate smoothness and discontinuity like data. We shall consider one point which is

smooth that is x = −4.021238596594936 and its index is i = 90. So all the points

from i − 2 to i + 2 should be smooth. The corresponding smoothness indicators are

β0 = 0.067435814878532, β1 = 0.072121290715112 and β2 = 0.067435814878532. The

coefficients of different interpolation WENO schemes and cell-averaged WENO schemes

are tabulated in Table 6.1 and Table 6.2, respectively. The given function is smooth ex-
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cept at the location of discontinuity, WENO-JS scheme can only satisfy Taylor series

up to third-order terms and this limitation is overcome by WENO-Z scheme. Though

WENO-JS scheme gives non-oscillatory good derivative calculation on smooth function

like f(x) = sin(x), it is unable to give the good derivative approximation on semi-smooth

step-like functions (for example f(x) = tanh(kx) when k = 5 to 25). This can be par-

tially rectified by modifying the weighting function similar to WENO-Z scheme but a

permanent solution is to decouple the direct relation between the smoothness indicator

and the weighting function. The smoothness indicator can take a spectrum of value de-

pends on the smoothness of data but Taylor series supposed to be a fixed value for a given

order else it may introduce a small error in the coefficients of WENO schemes. This is

the reason why WENO-JS scheme is unable to give the desired values but it is closer to

that.

The coefficients of different schemes at x = −4.021238596594936 are tabulated in

Table 6.3. The smoothness indicator at the point are β0 = 0.067435814878532, β1 =

0.072121290715112 and β2 = 0.067435814878532. Here, the cell-average formulation is

considered because interpolation-WENO is not provided in the literature of the WENO

schemes considered in the table. For this small perturbation case, WENO-EZ scheme and

TENO5 scheme can able to achieve the desired formulation but WENO-EJS and TENO5-

opt unable to achieve the desired formulation. It is worth noting that TENO5-opt scheme

is optimized for high wavenumber resolution so it may not satisfy the desired order.

Lets include the discontinuity point in WENO stencil and study the behavior of dif-

ferent WENO schemes. The point is x = −0.376991118430776 and its grid point index

i = 49. Here, the function in the grid points index 49,50 and 51 are not smooth because of

step-like curve but the grid points 48 to 50 are smooth. The corresponding smoothness in-

dicators for grid points 49 to 51 are β0 = 0.332650488368829, β1 = 0.374653137007571

and β2 = 34.163939596847023 respectively. The coefficients of different interpolation

WENO schemes and cell-average WENO schemes at x = −0.376991118430776 is tabu-

lated in Table 6.4 and Table 6.5 respectively.

WENO-JS scheme and WENO-Z schemes are different from ideal fourth-order re-

construction scheme but WENO-ZS scheme can able to achieve a fourth-order accuracy.
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Table 6.1
Coefficients of different interpolation WENO schemes for oscillating step function at
grid point index = 90 (x = −4.021238596594936)

Ax WENO-JS WENO-Z WENO-ZS Ideal fifth order

Ai−2
14662848604299963
576460752303423488

≈ 3
128

= 3
128

= 3
128

=

0.025435988 0.0234375 0.0234375 0.0234375

Ai−1 − 45804029421831337
288230376151711744

≈ − 5
32

= − 5
32

= − 5
32

=

-0.15891465 -0.15625 -0.15625 -0.15625

Ai
403019867018972067
576460752303423488

≈ 45
64

= 45
64

= 45
64

=

0.69912802 0.703125 0.703125 0.703125

Ai+1
536765969787069
1125899906842624

≈ 15
32

= 15
32

= 15
32

=

0.468750000081537 0.46875 0.46875 0.46875

Ai+2 − 6109520251791289
144115188075855872

≈ − 5
128

= − 5
128

= − 5
128

=

-0.052083333364694 -0.0390625 -0.0390625 -0.0390625

Table 6.2
Coefficients of different cell-averaged WENO schemes for oscillating step function at
grid point index = 90 (x = −4.021238596594936)

Ax WENO-JS WENO-Z WENO-ZS Ideal fifth-order

Ai−2
2597867956555469
72057594037927936

≈ 1
30

≈ 1
30

≈ 1
30

≈

0.03605266 0.033333333 0.033333333 0.033333333

Ai−1 − 31812801882309515
144115188075855872

≈ −13
60

≈ −13
60

≈ −13
60

≈

- 0.22074566 -0.2166666667 -0.2166666667 -0.2166666667

Ai
112302386193548207
144115188075855872

≈ 47
60

≈ 47
60

≈ 47
60

≈

0.77925434 0.783333 0.783333 0.783333

Ai+1
8277933965146523
18014398509481984

= 9
20

= 9
20

= 9
20

=

0.45951764 0.45 0.45 0.45

Ai+2 − 974200483708243
18014398509481984

= − 1
20

= − 1
20

= − 1
20

=

- 0.05407899 -0.05 -0.05 -0.05

139



Table 6.3
Coefficients of different cell-averaged WENO schemes for oscillating step function at
grid point index = 90 (x = −4.021238596594936)

Ax WENO-EJS WENO-EZ TENO5-opt TENO5 Ideal fifth order

Ai−2
7398008828397373

216172782113783808
≈ 1

30
≈ 11

60
≈ 1

30
≈ 1

30
≈

0.034222665573612 0.03333333 0.1833333 0.0333333 0.0333333

Ai−1 − 94251620523120931
432345564227567616

≈ −13
60

≈ −17
24

≈ −13
60

≈ −13
60

≈

-0.218000665027087 -0.21666667 - -0.7083333 -0.21666666 -0.21666666

Ai
338093943704450191
432345564227567616

≈ 47
60

≈ 163
120

≈ 47
60

= 47
60

=

0.781999334972921 0.7395833 1.3583333 0.703125 0.703125

Ai+1
48975312468658715
108086391056891904

≈ 9
20

= 7
40

= 9
20

= 9
20

=

0.453112662840970 0.45 0.175 0.45 0.45

Ai+2 − 5548506621297811
108086391056891904

≈ − 1
20

= − 1
120

≈ − 1
20

= − 1
20

=

-0.051333998360416 - 0.05 -0. -0.00833333 -0.05 -0.05

Table 6.4
Coefficients of different interpolation WENO schemes for oscillating-step function at
grid point index = 49 (x = −0.376991118430776)

Ax WENO-JS WENO-Z WENO-ZS Ideal fourth-order

Ai−2
562949954063591

27021597764222976
≈ 601279451362269

18014398509481984
≈ 1

16
= 1

16
=

0.020833333357102 0.033377714556819 0.0625 0.0625

Ai−1 − 3190049739061259
18014398509481984

≈ − 9554215325978265
36028797018963968

≈ − 5
16

= − 5
16

=

-0.177083333500264 -0.265182745928190 -0.3125 -0.3125

Ai
6661574452045037
9007199254740992

≈ 1605930795259626629
1729382256910270464

≈ 15
16

= 15
16

=

0.739583333691511 0.928615283776993 0.9375 0.9375

Ai+1
50665495774342165
108086391056891904

≈ 1054254984927821929
3458764513820540928

≈ 5
16

= 5
16

=

0.468749999689360 0.304806812003311 0.3125 0.3125

Ai+2 − 1876499841292507
36028797018963968

≈ − 5593044994176917
3458764513820540928

≈ 0 = 0 =

-0.052083333237710 -0.001617064408932 0 0
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Table 6.5
Coefficients of different cell-averaged WENO schemes for oscillating-step function at
grid point index = 49 (x = −0.376991118430776)

Ax WENO-JS WENO-Z WENO-ZS Ideal fourth order

Ai−2
2095780213163101
36028797018963968

≈ 2818262907093287
54043195528445952

≈ 1
12

≈ 1
12

≈

0.058169586 0.052148339 0.083333 0.083333

Ai−1 −24583684197797899
72057594037927936

≈ − 34760130846314659
108086391056891904

≈ − 5
12

= − 5
12

=

-0.34116715 -0.32159581 -0.416667 -0.416667

Ai
74363789361233028515
73786976294838206464

≈ 851920277382308059
864691128455135232

≈ 13
12

≈ 13
12

≈

1.0078173 0.98523074 1.083333 1.083333

Ai+1
40610664138388541487
147573952589676412928

≈ 494140904351336815
1729382256910270464

≈ 1
4

= 1
4

=

0.27518856 0.28573261 0.25 0.25

Ai+2 − 1220787204155811
147573952589676412928

≈ − 873840563877601
576460752303423488

≈ 0 = 0 =

-0.000008272 -0.0015158717 0 0

Table 6.6
Coefficients of different cell-averaged WENO schemes for oscillating step function at
grid point index = 49 (x = −0.376991118430776)

Ax WENO-EJS WENO-EZ TENO5-opt TENO5 Ideal 4th

order

Ai−2
2420991034576273
27021597764222976

2675451579191675
27021597764222976

11
57

1
21

≈ 1
12

≈

≈ 0.0895946 ≈ 0.099011598 0.19298246 0.047619048 0.08333

Ai−1 −23497272147158443
54043195528445952

−25057596237131785
54043195528445952

− 85
114

≈ −13
42

≈ − 5
12

≈

≈ -0.43478688 ≈-0.46365867 - -0.74561404 -0.30952381 -0.416666

Ai
634179440384448387
576460752303423488

3909233169316943459
3458764513820540928

161
114

≈ 41
42

= 13
12

=

≈1.1001259 ≈1.1302398 1.4122807 0.97619048 1.08333

Ai+1
849922328668799821
3458764513820540928

1621815402160180655
6917529027641081856

8
57

= 2
7

= 1
4

=

≈ 0.24573 ≈ 0.2344501 0.14035088 0.28571429 0.25

Ai+2 − 2295892162571945
3458764513820540928

− 98666357728353
2305843009213693952

0 = 0 = 0 =

≈-0.000663 ≈- 0.0000427 0 0 0
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WENO-JS and WENO-Z lead to a third-order accurate interpolation formulation instead

of a fourth-order accurate formulation. This limitation cannot be overcome by straight-

forward modifications in WENO weighting procedure, so a new weighting function is

proposed to take care of these limitations. In WENO-ZS scheme, it is taken care by ex-

plicitly using conditional statement which may not desirable in WENO scheme. Because

the ideal WENO scheme not supposed to use any conditional statements.

Coefficients of several cell-average WENO schemes at x = −0.376991118430776

is shown in Table 6.6. From the table, it is clear that no WENO schemes considered

here are able to give the desired fourth-order formulation. WENO-EZ and WENO-EJS

are derived for the fourth-order accuracy but they failed to give a fourth-order accurate

formulation in this test case. The performance of WENO-E scheme needs improvement

when one of the polynomials is not smooth but it can give a fourth-order convergence

when one of the polynomials is extremely non-smooth. For the test case considered here,

WENO-E scheme supposed to give a fourth-order convergence but gave a third-order

convergence. WENO-E scheme can give a third-order convergence in the numerical test

case but they did not exactly satisfy the Taylors series up to third order term. It has a

truncation error order of 10−10. The formulation of WENO-E scheme is good but its

sensitivity is not good to detect the non-smoothness present in the simulation. It does not

provide an adjusting parameter to control the order adaptive capability.

In the present scheme, we have explicitly provided a parameter(co) to control the order

adaptive property so that the user can tune it based on their requirement. We have also

provided a standard value which works well for most of the test cases. TENO-opt scheme

and TENO scheme gave a third-order accuracy. None of the schemes considered here

is able to achieve the fourth-order accuracy. A study on WENO-JS scheme and upwind

scheme on shock-heavy bubble interaction has shown that WENO-JS scheme performed

poorly than up-wind scheme [156]. So it is clear that the weighting procedure of WENO-

JS needs more refinement.

The summary of this section is given below. The order of accuracy of different WENO

schemes is evaluated in two cases.

• In the first case, the solution is smooth but the variation in the smoothness indicator
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is less than 5%. In that case, all the WENO schemes based on JS-family are unable

to produce desired formulation but Z-family of WENO schemes are able to handle

small perturbations in the weights.

• In case two, the order of accuracy is studied, where one of the polynomials is not

smooth.

• In case two, WENO-ZS is the only polynomial able to give desired formulation

others are unable to provide the desired formulation.

• Though WENO-E is an order adaptive scheme, it is unable to achieve order adap-

tive property for this case. It can achieve order adaptive only when one of the

polynomials is extremely non-smooth.

To overcome these limitations, we have proposed a scheme which can decouple the

direct effect of the smoothness indicator on the WENO weights, so it can exactly satisfy

Taylor series regardless of the smoothness of data. In addition to that, it has a better order

adaptive character.

6.3 Methodology

The different types of order adaptive WENO scheme (WENO-OA) presented in this work

are:

1. FD-WENO-OA

• It is a conservative finite difference order-adaptive scheme and it is based on

cell-average interpolation.

2. FD-WENO-OA-p

• It is a finite difference order-adaptive scheme which is based on point-valued

interpolation.

3. FV-WENO-OA
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• It is a finite volume order-adaptive scheme that calculates the left and the right

state using cell-average data.

4. FV-WENO-OA-p

• It is a finite volume order-adaptive scheme which calculates left and the right

state using point-valued reconstruction.

6.3.1 FD-WENO-OA scheme

Table 6.7 shows the desired final reconstruction polynomial (ui+0.5) and weights(αi) to

the reconstruction polynomials so that the order of accuracy of the derivative is high.

In table 6.7, “good” stands for smooth polynomial and “bad” stands for the non-smooth

polynomial. If all the polynomials are “good”, the weights are same as ideal weights of

WENO scheme. From the studies in subsection 6.2.1, it is clear that WENO-JS, WENO-

Z and TENO schemes did not produce the desired fourth-order polynomial when the two

consecutive WENO polynomial basis are smooth. A new weighting function that passes

through the values of αi tabulated in the Table 6.7 is presented. The lower-order accurate

formulation is only used when the centre polynomial is not smooth. Before formulating

the weights, we should distinguish “good” and “bad” polynomials. This information can

be obtained from weights or smoothness indicator. The basis polynomial is “good” if

the weight obtained using eq. 7.6 is higher or almost equivalent to the ideal weights.

Similarly, the basis polynomial is “bad”, if that is much lower than the ideal weights.

Here, we should fix a cut-off with respect to the ideal weights. If the weight is higher

than the cut-off value the basis polynomial is “good” else that is “bad”. Using simple

algebraic manipulation, the following formulation is proposed to decide the “good” and

“bad” polynomials.

ai =
floor

(
γi
ωic0

)
floor

(
γi
ωic0

)
+ ϵ

, i = 0, 1, 2 (6.8)

Eq. 6.8 returns “zero” or “one”, where “one” stands for “good” polynomial and “zero”
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Table 6.7
Ideal weights and desired final reconstruction formulation for ui+0.5 (cell-averaged)

p0
i+0.5 p1

i+0.5 p2
i+0.5 Desired final ui+0.5 αn

0 αn
1 αn

2

good good good 47ūi
60

− 13ūi−1

60
+ ūi−2

30
+ 9ūi+1

20
− ūi+2

20
1
10

6
10

3
10

bad good good 7ūi
12

− ūi−1

12
+ 7ūi+1

12
− ūi+2

12
0 1

2
1
2

good good bad 13ūi
12

− 5ūi−1

12
+ ūi−2

12
+ ūi+1

4
1
4

3
4

0

stands for “bad” polynomial. ϵ is a small number added to the denominator to avoid get-

ting an unphysical number. Any number lower than 10−18 for ϵ can serve the purpose for

most of the double precision computation. A tuning parameter co = 3
10

is good for most of

the test cases considered here but we used co = 1
90

to co = 7
10

. If the problem has a strong

or complex shock structure like Sedov test case or double Mach reflection, a high value of

co is recommended. If the problem is relatively simpler like Sod shock tube problem low

value is recommended. A low value of co can make the scheme biased to higher-order

accuracy and vice versa. The effect of co of the scheme on the solution is presented in

subsection 6.6.4. A low value of co can also sharpen the shock and may give oscillations.

Higher the value may dissipate the signal and reduces the oscillations. Here, floor func-

tion is used because floor is a round-off operation and it is based on chopping the decimal

values. This switch can be used as a step-filter. Because it is not using any conditional

statements, it is computationally less expensive than the traditional switch used in numer-

ical methods. This concept can be employed to remove the conditional statement from

TENO and convex-ENO schemes so that TWENO or convex-WENO scheme can be for-

mulated. Once ai are determined, the final weights are framed such that, it passes through

the values tabulated in table 6.7. An elegant and easy way to calculate this weights in

linear space is pretested in section 6.4. Both the formulation will lead to the same result

but the formulation provided here is compact.

αn0 = t1

(
a0

1

4
− t2

3

20

)
+ t3

a0
sa
, (6.9a)

αn1 = t1

(
a0a1

3

4
+ a1a2

1

2
− t2

13

20

)
+ t3

a1
sa
, (6.9b)
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αn2 = t1

(
1

2
a2 − t2

1

5

)
+ t3

a2
sa
, (6.9c)

where t1 = a0a1+a1a2; t1 = t1
(t1+10−18)

; sa = a0+a1+a2; t2 = a0a1a2; t3 = |t1 − 1|;

Here t1 will give “one”, if two consecutive polynomials are smooth else it will give “zero”.

If t1 is “zero”, equal weights will be given to other smooth polynomials.

The final reconstruction polynomial is

pi+0.5 =
2∑
j=0

αnj p
j
i+0.5. (6.10)

The cut-off could be set once the smoothness indicators are determined but in this

work that is used after the standard WENO procedure.

6.3.2 WENO-OA-p scheme (interpolation WENO scheme)

The WENO scheme is a powerful interpolation scheme for discontinuous data thanks to its

non-linear switching procedure. Note that in FV-WENO scheme, ui+0.5 is calculated from

cell-average values and interpolation WENO scheme is formulated from point-values.

The interpolation polynomials are [155]:

r0i+0.5 =
1

8
(3ui−2−10ui−1+15ui); r1i+0.5 =

1

8
(−ui−1+6ui+3ui+1); r2i+0.5 =

1

8
(3ui+6ui+1−ui+2);

and the ideal weights are

γ0 =
1
16

, γ1 = 5
8

and γ2 = 5
16

ω̃j =
γj

(ϵ+ β)2
, ωj =

ω̃j∑2
j=0 ω̃j

Similar to FD-WENO-OA, cut-off or switch step is

ai =
floor

(
ωi

ωic0

)
floor

(
ωi

ωic0

)
+ ϵ

, i = 0, 1, 2 (6.11)
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Table 6.8
Ideal weights and desired interpolation formulation for ui+0.5 (interpolation)

r0i+0.5 r1i+0.5 r2i+0.5 Desired final ui+0.5 αn
0 αn

1 αn
2

good good good 45ui
64

− 5ui−1

32
+ 3ui−2

128
+ 15ui+1

32
− 5ui+2

128
1
16

5
8

5
16

bad good good 9ui
16

− ui−1

16
+ 9ui+1

16
− ui+2

16
0 1

2
1
2

good good bad 15ui
16

− 5ui−1

16
+ ui−2

16
+ 5ui+1

16
1
6

5
6

0

Eq. 6.11 gives “zero” if the polynomial is not smooth else it gives “one”. The ideal

interpolation formulation and corresponding weights are given in Table 6.8. Using an al-

gebraic mapping function such that the final weights satisfy the weights given in Table 6.8

based on the smoothness of the solution. The final weights for WENO-OA-p are:

αn0 = t1

(
a0

1

6
− t2

5

48

)
+ t3

a0
sa
, (6.12a)

αn1 = t1

(
a0a1

5

6
+ a1a2

1

2
− t2

17

24

)
+ t3

a1
sa
, (6.12b)

αn2 = t1

(
1

2
a2 − t2

3

16

)
+ t3

a2
sa
, (6.12c)

Where t1 = a0a1+a1a2; t1 = t1
(t1+10−18)

; sa = a0+a1+a2; t2 = a0a1a2; t3 = |t1 − 1|;

The final reconstruction formulation is

rli+0.5 =
2∑
j=0

αnj r
j
i+0.5

It is worth noting that eq. 6.9 and eq. 6.12 are different. The former one is for FD-

WENO-OA (conservative FD-WENO-OA) which is commonly called as finite-difference

WENO in most of the literature and the later one is for interpolation WENO scheme(FD-

WENO-OA-p).
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6.3.3 FV-WENO-OA scheme

Here, WENO-OA for finite volume method is presented. Two ways of interpolation to

calculate interface value is considered. The first one is the cell-averaged interpolation, the

second one is a point-valued interpolation used in [197] to solve hyperbolic equations.

The former one is commonly used in WENO schemes to solve conservative equations.

FV-WENO-OA scheme based on the cell average value

Finite volume method for compressible flow needs the left and the right state calculation

and the final flux is determined using a Riemann solver [16]. For the left state calculation,

the procedure described in subsection 6.3.1 is used. Here, the procedure to calculate the

right state using the points i− 1 to i + 3 is presented. The polynomials used to calculate

right state are

p0i+0.5 =
1

6
(−ūi−1+5ūi+2ūi+1); p1i+0.5 =

1

6
(2ūi+5ūi+1−ūi+2); p2i+0.5 =

1

6
(2ūi+3−7ūi+2+11ūi+1)

and the ideal weights are

γ1 =
3
10

, γ2 = 6
10

and γ3 = 1
10

ω̃j =
γj

(ϵ+ β)2
ωj =

ω̃j∑2
j=0 ω̃j

(6.13)

The smooth and the non-smooth polynomials are identified using following expressions

ai =
floor

(
γi
ωic0

)
floor

(
γi
ωic0

)
+ ϵ

, i = 0, 1, 2 (6.14)

where ϵ = 10−18 is used to avoid getting unphysical numbers.

Once the smooth and non-smooth polynomials are identified, the final weights are

calculated from eq. 6.15. The ideal weights and formulation for right state of ui+0.5 is

given in table 6.9.
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Table 6.9
Ideal weights and desired final reconstruction formulation for FV-WENO-OA to calculate
right state of ui+0.5

p0
i+0.5 p1

i+0.5 p2
i+0.5 Desired final ui+0.5 αp

0 αp
1 αp

2

good good good 47ūi+1

60
+ 9ūi

20
− ūi−1

20
− ūi+2

60
+ ūi+3

30
3
10

6
10

1
10

bad good good 13ūi+1

12
+ ūi

4
− 5ūi+2

12
+ ūi+3

12
0 3

4
1
4

good good bad 7ūi+1

12
+ 7ūi

12
− ūi−1

12
− ūi+2

12
1
2

1
2

0

αp0 = t1

(
a0

1

2
− t2

1

5

)
+ t3

a0
sa
, (6.15a)

αp1 = t1

(
a0a1

1

2
+ a1a2

3

4
− t2

13

20

)
+ t3

a1
sa
, (6.15b)

αp2 = t1

(
1

4
a2 − t2

3

20

)
+ t3

a2
sa
, (6.15c)

Where t1 = a0a1+a1a2; t1 = t1
(t1+10−18)

; sa = a1+a2+a0; t2 = a1a2a0; t3 = |t1 − 1|;

The final reconstruction polynomial is

pri+0.5 =
2∑
j=0

αpjp
j
i+0.5 (6.16)

FV-WENO-OA-p scheme (Point-based WENO scheme)

Though the finite volume weak form formulation is based on cell-averaging [86], it is pos-

sible to obtain results without averaging. Point-based interpolation leads to higher-order

accuracy in the interpolation and lower-order of accuracy in the derivative calculation.

Since the accuracy of the solution depends on the order of accuracy of the input of the

Riemann solver, point-based interpolation could be an alternative to cell-average interpo-

lation. A brief study on the effect of averaging and point-based reconstruction on some

of the numerical test cases is presented in subsection 6.6.3.

Interpolation polynomials are [155]
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Table 6.10
Ideal weights and desired interpolation formulation for FV-WENO-OA-p to calculate
right state of ui+0.5

r0i+0.5 r1i+0.5 r2i+0.5 Desired final ui+0.5 αp
0 αp

1 αp
2

good good good 45ui+1

64
+ 15ui

32
− 5ui−1

128
− ui+2

32
+ 3ui+3

128
5
16

5
8

1
16

bad good good 15ui+1

16
+ 5ui

16
− 5ui+2

16
+ ui+3

16
0 5

6
1
6

good good bad 9ui+1

16
+ 9ui

16
− ui−1

16
− ui+2

16
1
2

1
2

0

r0i+0.5 =
1

8
(−ui−1+6ui+3ui+1); r1i+0.5 =

1

8
(3ui+6ui+1−ui+2); r2i+0.5 =

1

8
(15ui+1−10ui+2+3ui+3)

and the ideal weights are

γ0 =
5
16

, γ1 = 5
8

and γ2 = 1
16

ω̃j =
γj

(ϵ+ β)2
, ωj =

ω̃j∑2
j=0 ω̃j

(6.17)

ai =
floor

(
γi
ωic0

)
floor

(
γi
ωic0

)
+ ϵ

, i = 0, 1, 2 (6.18)

Table 6.10 shows the ideal formulation and weights for the right state reconstruction

of ui+0.5 using FV-WENO-OA-p. The final weights are formulated to match with the αpi

in Table 6.10.

αp0 = t1

(
a0

1

2
− t2

3

16

)
+ t3

a0
sa
, (6.19a)

αp1 = t1

(
a0a1

1

2
+ a1a2

5

6
− t2

17

24

)
+ t3

a1
sa
, (6.19b)

αp2 = t1

(
1

6
a2 − t2

5

48

)
+ t3

a2
sa
, (6.19c)

Where t1 = a1a0+a2a1; t1 = t1
(t1+10−18)

; sa = a1+a2+a0; t2 = a1a2a0; t3 = |t1 − 1|;

The final reconstruction step is
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rli+0.5 =
2∑
j=0

αpjr
j
i+0.5

6.3.4 Order of accuracy of WENO-OA scheme

Similar to WENO scheme, WENO-OA scheme can give a fifth-order accurate derivative

scheme when the solution is smooth and it reduced to third-order when only one poly-

nomial is smooth. The WENO-JS, WENO-Z, TENO and TENO-opt procedures leads to

lower-order accuracy when one of the polynomials is not smooth. In some cases, WENO-

EZ and WENO-EJS schemes also end up in lower-order accuracy (Table 6.6). Here,

the effects of those weights on WENO-OA scheme are presented. For the test case in

table 6.1, FD-WENO-OA scheme leads to the following formulation,

ui+0.5 =
1

4
ūi+1 +

13

12
ūi −

5

12
ūi−1 +

1

12
ūi−2 O(∆x2) (6.20)

Eq. 6.20 leads to fourth-order accuracy in the derivative calculation. Similarly, WENO-

OA-p scheme leads to the formulation

ui+0.5 =
5

16
ui+1 +

15

16
ui −

5

16
ui−1 +

1

16
ui−2 O(∆x4) (6.21)

Eq. 6.21 gives a fourth-order accurate formulation of ui+0.5 in the interpolation. Note

that WENO-OA formulation can give the exact polynomial required for WENO but other

WENO procedures may give weighting coefficients closer to WENO-OA when one of the

polynomials is not smooth but they may not exactly satisfy the Taylor series. Figure 6.1

shows the result of interpolation on the oscillating step function using different WENO

schemes using 101 grid points. From Figure 6.1b, it is clear that interpolation carried

out by WENO-OA-p is better than WENO-ZS-p, WENO-JS-p and WENO-Z-p. Since

the interpolation formulation is not provided for WENO-E and TENO family of WENO

schemes, we have compared those WENO on the derivative calculation of a differentiable

step-like function. Test function considered is:

y(x) = tanh(50x) + sin(x) (6.22)
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(a) Interpolation on oscillating step function (b) Zoomed view of discontinuity

Figure 6.1: Interpolation WENO schemes on oscillating step function-1 using 101 grid
points

and its derivative is dy
dx

= cos(x)−50(tanh(50x)2−1). The derivative approximation

of eq. 6.22 is shown in figure 6.2. From the figure 6.2, it is clear that WENO-E and TENO

are producing oscillations but WENO-OA is not producing any oscillations. In that case,

the result of TENO and WENO-E are comparable but the result of TENO-opt is relatively

more oscillatory compared to others. This oscillation could be removed if TENO and

WENO-E had a tuning parameter to control its order adaptive nature. Though tuning

parameter of TENO family is derived from approximate dispersion relation preserving

property, it is unable to remove oscillation because that analysis is carried by assuming

the temporal discretization is exact or spectral. In most of the computations involving

practical applications use finite single/multi-step methods. This could be the reason why

approximate dispersion relation preserving optimization may not always an optimal one.

6.4 Framing customized weighting function

Because WENO-OA weights are different from the classical WENO schemes, framing

these weights can be carried through different ways. This weights cannot be framed using

straight forward usage of linear algebra because this system does not have any solution

in the linear space because the weight equation is non-linear. We can split the non-linear
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(a) derivative of oscillating step function (b) Zoomed view of discontinuity

Figure 6.2: Derivative approximation of cell-averaged WENO schemes on oscillating
step function-2 using n = 101.

components into a set of linear basis with some switching functions. Weights presented

in the previous sections are relatively more compact than weights formed using linear

algebra.

6.4.1 Formulating weighting function using linear algebra

Once we assigned “one” to smooth polynomial and “zero” to non-smooth polynomial

using eq. 6.8, we should find the mapping function. We can write weights and possible

combinations of “good” and “bad” polynomials in matrix form. Here, we did not consider

all “bad” because that is hypothetical.

ATf =



1 0 1 1 1 0 0

1 1 1 0 0 1 0

1 1 0 1 0 0 1


(6.23)

There are 23 − 1 = 7 (excluding all zero weights) possibilities and corresponding
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weights of ideal polynomials are

αTf0 =

 1
16

0 1
6

1
2

1
2

1
2

1

 (6.24)

When Af matrix is multiplied with some Bf0 matrix we should get αf0.

AfBf0 = αf0 (6.25)

Our objective is to find the Bf0 matrix. Because Af matrix is not a square matrix, we

could find the system solution using least-square solution approach or finding the left

inverse of Af matrix and solving it for Bf0. Unfortunately, none of them can give the

required weights because the system is ill-posed. If we break the system into two or more

sub-matrix where we can find the linear solution, the problem can be simplified. Because

we cannot achieve higher-order accuracy in the derivative calculation when there is a

critical point at the centre or only when one polynomial is “good”, we can skip those

system equation. So the system matrix Af can be written into two set of matrix one can

achieve higher-order that is matrix A0 another one Af1 Rewriting the system equation in

two

A0 =



1 1 1

0 1 1

1 1 0


Af1 =



1 0 1

1 0 0

0 1 0

0 0 1



(6.26)
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so that Af =


A0

Af1

 and αf =


α0

αf1

. where, α0 =



1
16

0

1
6


. Similarly other weights

can be obtained from the table 6.8 and can be written in matrix form.

α =



| | |

α0 α1 α2

| | |


=



1
16

5
8

5
16

0 1
2

1
2

1
6

5
6

0


; B0 = A−1

0 α0 =



1
16

5
48

− 5
48


(6.27)

Similarly, we can find B1 = A−1
0 α1 and B2 = A−1

0 α2.

B =



| | |

B0 B1 B2

| | |


=



1
16

1
8

−3
16

5
48

17
24

3
16

− 5
48

− 5
24

5
16


(6.28)

The accuracy of B can be tested by multiplying A0 with B so that we get α

α =



1 1 1

0 1 1

1 1 0





| | |

B0 B1 B2

| | |


=



1 1 1

0 1 1

1 1 0





1
16

1
8

−3
16

5
48

17
24

3
16

− 5
48

− 5
24

5
16


=



1
16

5
8

5
16

0 1
2

1
2

1
6

5
6

0


(6.29)
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Weights are (from B matrix):

α0 =
1

16
a0 +

5

48
a1 −

5

48
a2, (6.30a)

α1 =
1

8
a0 +

17

24
a1 −

5

24
a2, (6.30b)

α2 = − 3

16
a0 +

3

16
a1 +

5

16
a2. (6.30c)

For other possibilities of the “good” and “bad”, we can use the following function that

is giving equal weights for all the “good” polynomials. The formulation is:

αn0 =
a0
sa
; αn1 =

a1
sa
; αn2 =

a2
sa

(6.31)

sa = a0 + a1 + a2

We should club both the terms using a non-linear switch, so that eq. 6.30 is retained

when two consecutive polynomials are “good”, else eq. (6.31) is retained. The simple

formulation is:

t1 = a0a1 + a1a2; t1 =
t1

t1 + ϵ
(6.32)

where, ϵ is a small number added to avoid unphysical number. Eq. 6.31 should be on

when eq. 6.30 is off and vice versa, so switching statement is complement of t1 that is

t3 = |t1 − 1| (6.33)

Combining both, the final formulation is

α0 = t1

(
1

16
a0 +

5

48
a1 −

5

48
a2

)
+ t3

a0
sa
, (6.34a)
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α1 = t1

(
1

8
a0 +

17

24
a1 −

5

24
a2

)
+ t3

a1
sa
, (6.34b)

α2 = t1

(
− 3

16
a0 +

3

16
a1 +

5

16
a2

)
+ t3

a2
sa
. (6.34c)

6.4.2 Framing WENO-OA-467

WENO-OA-467 can go upto seventh-order, minimum order is four and it also has an order

adaptiveness of six. All possible cases of WENO-OA-467 is

AT =



1 1 0 1 1 1 1 0 0 1 0 1 0 0 0

1 1 1 1 0 1 0 0 1 0 1 0 1 0 0

1 0 1 1 1 0 0 1 0 1 1 0 0 0 1


(6.35)

It is almost impossible to solve the whole system in linear space so we shall split the

matrix into two. Because we need sixth-order accuracy, only two cases satisfy that. The

A0 matrix is:

A0 =



1 1 1 1

1 1 1 0

0 1 1 1


(6.36)

and
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α =



| | | |

α0 α1 α2 α3

| | | |


=



1
35

12
35

18
35

4
35

1
15

8
15

2
5

0

0 1
5

3
5

1
5


(6.37)

B0 = A−1
0 α0 =



1
35

4
105

0

− 4
105



where, A−1
0 is left inverse of A0. Here, we used left

inverse because we cannot find direct inverse of A0. Similarly, we can find B1 = A−1
0 α1,

B2 = A−1
0 α2 and B3 = A−1

0 α3.

Solving this we get

B =



1
35

1
7

−3
35

−3
35

4
105

41
105

17
35

3
35

0 0 0 0

− 4
105

− 4
21

4
35

4
35


The accuracy of B can be checked by multiplying A0 with B so that we get the ideal
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weights (α) that is given in eq. 6.38.

α =



1 1 1 1

1 1 1 0

0 1 1 1





| | | |

B0 B1 B2 B3

| | | |


=



1 1 1 1

1 1 1 0

0 1 1 1





1
35

1
7

−3
35

−3
35

4
105

41
105

17
35

3
35

0 0 0 0

− 4
105

− 4
21

4
35

4
35



=



1
35

12
35

18
35

4
35

1
15

8
15

2
5

0

0 1
5

3
5

1
5


(6.38)

Using B, the weight equations are framed that is:

α0 =

(
1

35
a0 +

4

105
a1 −

4

105
a3

)
, (6.39a)

α1 =

(
1

7
a0 +

41

105
a1 −

4

21
a3

)
, (6.39b)

α2 =

(
− 3

35
a0 +

17

35
a1 +

4

35
a3

)
, (6.39c)

α3 =

(
− 3

35
a0 +

3

35
a1 +

4

35
a3

)
. (6.39d)

We can give equal weights to “good” polynomials in other equations so fourth-order accu-

racy will be achieved by other possibilities of “good” and “bad” polynomials. The weight

equation for other possible combinations are:
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αn0 =
a0
sa
; αn1 =

a1
sa
; αn2 =

a2
sa
; αn3 =

a3
sa

(6.40)

We should find a switch that connects both set of equations in eq. 6.39 and eq. 6.40.

Non-linear switch to check three consecutive “good” is:

t1 = a0a1a2 + a1a2a3; t1 =
t1

t1 + ϵ
(6.41)

To switch “on” other possibilities when this condition is not satisfied, the formulation

is

t3 = |t1 − 1| (6.42)

The final formulation is:

α0 = t1

(
1

35
a0 +

4

105
a1 −

4

105
a3

)
+ t3

a0
sa
, (6.43a)

α1 = t1

(
1

7
a0 +

41

105
a1 −

4

21
a3

)
+ t3

a1
sa
, (6.43b)

α2 = t1

(
− 3

35
a0 +

17

35
a1 +

4

35
a3

)
+ t3

a2
sa
, (6.43c)

α3 = t1

(
− 3

35
a0 +

3

35
a1 +

4

35
a3

)
+ t3

a3
sa
. (6.43d)

Where, sa = a0 + a1 + a2 + a3.

6.5 Convergence and error study

Different WENO schemes are tested for convergence and error study on the function

f(x) = x3 + sin(x). This function has critical points at f ′(0) = 0 and f ′′′(0) = 6

[89]. The derivatives are calculated over the domain 0 to 2π and compared with the

analytical solution. Table 6.11, shows the error and the convergence of different schemes.

In this test, WENO-OA has shown a better convergence and minimum RMS error when
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compared with other schemes considered in this work. The schemes are also tested on

f(x) = sin(πx− sin(πx)/π). The results are shown in table 6.12. WENO-OA scheme

shows a better convergence and lesser error compared to other schemes considered.

6.6 Numerical test cases

The present schemes are tested on the Euler equation and compared with other WENO

schemes. The present schemes show a better result in most of the one-dimensional and

two-dimensional test cases. No explicit dissipation is added to any of the numerical

schemes. Most of the WENO schemes are able to produce a reasonably good result

without adding explicit dissipation term. The diffusion added by the standard Riemann

solver and inbuilt diffusion of the schemes are the only source of numerical diffusion in

the test cases. We did not consider any test case where the addition of explicit artificial

viscosity is required.

6.6.1 One-dimensional test case

Different WENO schemes are solved on the standard one-dimensional test case and the

result is compared with the analytical result. WENO-OA outperformed other schemes,

in term of resolution and accuracy. Different norms to calculate error is presented here,

Root mean square (RMS) error at a particular time is defined as:

ϕrms =

√∑n
i=1(ϕnu(i, t = t1)− ϕex(i, t = t1))2

n

L2 error at a particular time is defined as:

ϕm =

∑n
i=1 |ϕnu(i, t = t1)− ϕex(i, t = t1)|

n

Where ϕ is the variable in which error is calculated. ϕex is the exact solution, ϕnu is

the numerical solution, n is the number of grid points and t1 is time at which errors are

evaluated.
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Table 6.11
Convergence and error study on the spatial derivative of f(x) = x3 + sin(x)

Schemes n RMS error Convergence Mean convergence
WENO-JS 51 2.49E-03

101 2.38E-04 3.43E+00

201 5.32E-06 5.52E+00 5.005

401 8.11E-08 6.06E+00

WENO-Z 51 8.93E-04

101 5.22E-05 4.1566

201 1.47E-06 5.1898 4.5013

401 8.30E-08 4.1576

WENO-EZ 51 2.87E-03

101 2.16E-04 3.783

201 3.76E-06 5.8852 4.6898

401 1.80E-07 4.4013

TENO 51 5.63E-04

101 1.10E-08 15.8631

201 3.53E-10 5.0032 8.6188

401 1.12E-11 4.9901

TENO-opt 51 1.37E-04

101 1.82E-05 2.9612

201 2.32E-06 2.9904 2.9823

401 2.93E-07 2.9954

WENO-OA 51 3.83E-03

101 1.74E-06 11.2653

201 3.53E-10 12.3537 9.5363

401 1.12E-11 4.9901
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Table 6.12
Convergence and error study on the spatial derivative of f(x) = sin(πx− sin(πx)/π)

Schemes n RMS error Convergence Mean convergence
WENO-JS 51 2.26E-02

101 1.12E-03 4.39E+00

201 5.64E-05 4.35E+00 4.2916

401 3.24E-06 4.13E+00

WENO-Z 51 5.39E-03

101 2.08E-04 4.7609

201 6.90E-06 4.9533 4.8645

401 2.37E-07 4.8793

WENO-EZ 51 6.81E-03

101 2.87E-04 4.6338

201 9.22E-06 4.9971 4.7956

401 3.45E-07 4.7557

TENO 51 4.47E-03

101 1.51E-04 4.96E+00

201 4.77E-06 5.02E+00 5

401 1.49E-07 5.02E+00

TENO-opt 51 4.36E-02

101 5.40E-03 3.0572

201 6.66E-04 3.0419 3.0403

401 8.26E-05 3.0218

WENO-OA 51 5.18E-03

101 1.51E-04 5.1704

201 4.77E-06 5.0228 5.0717

401 1.49E-07 5.0217
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(a) Density plot using different FV-WENO schemes
using Rusnov flux

(b) Density plot using different FV-WENO schemes
using Rusnov flux (zoomed view)

Figure 6.3: Solution of Sod shock tube problem using finite volume schemes with
CFL = 0.9 at 0.1 s using n = 200.

Sod shock tube problem

Simulation is carried out using n = 200, CFL = 0.9 with a flow time of T = 0.1 s. CFL

number is calculated from |u+a|∆t
∆x

, where a is speed of sound and u is velocity of the

flow. Riemann solver used is Rusanovs scheme with finite volume discretization and Lax-

Friedrichs scheme for finite difference method. For time integration, HRK method [105]

and SSPRK3 [64] are used. Solution of this problem using different schemes are shown

in figure 6.3. Initial condition for this problem is:

(ρ, u, p) =


(1, 0, 1) x ≤ 0.5

(0.125, 0, 0.1) x > 0.5

From figure 6.3 and figure 6.4, it is clear that FV-WENO-OA has given a better re-

sult than others. FV-WENO-Z has better shock resolving property but it is shows some

oscillations in finite-volume discretization and it does not show any oscillations in finite-

difference discretization. The result of WENO-OA and WENO-EZ are more or less sim-

ilar. Figure 6.5b shows the density plot of Sod shock tube problem using finite differ-

ence scheme. FD-WENO-OA has a better resolution at contact-discontinuity than others.
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(a) Velocity plot using different FV-WENO schemes
using Rusnov flux

(b) Velocity plot using different FV-WENO schemes
using Rusnov flux (zoomed view)

Figure 6.4: Solution of Sod shock tube problem using finite volume schemes with
CFL = 0.9 at 0.1 s using n = 200.

(a) Density plot using different FD-WENO schemes
using Lax-Friedrichs scheme

(b) Density plot using different FD-WENO schemes
using Lax-Friedrichs scheme (zoomed view)

Figure 6.5: Solution of Sod shock tube problem using finite difference schemes with
CFL = 0.9 at 0.1 s using n = 200.
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WENO-Z and WENO-ZS did not produce any significant difference in the result. This

may be because, the switching function may be not appropriate for this problem. Root

mean square error and Manhattan norm of error of Sod shock tube problem is tabulated

in table 6.13 and table 6.14 respectively. WENO-OA has shown lesser error compared to

other schemes for this problem when co = 1
90

is used.

Table 6.13
Root mean square error in Sod shock tube problem at T = 0.1 s with CFL = 0.8 using
200 grid points

Schemes ρrms urms prms

WENO-OA 0.00988088 0.048314105 0.010747067

WENO-Z 0.010976269 0.052433822 0.012003003

WENO-EZ 0.011369047 0.055959165 0.012908202

WENO-JS 0.012276472 0.058729794 0.013787214

TENO 0.010584637 0.049817081 0.011537524

TENO-opt 0.009696902 0.050672151 0.01176616

Right Expansion and left strong shock (RELSS)

Numerical test is carried on n = 200, CFL = 0.7 with the flow time of T = 0.1 s. The

simulation result of the finite volume scheme is shown in figure 6.6. Here also the present

scheme outperformed others. In this test case, FD-WENO-Z and WENO-EZ outper-

formed other schemes when c0 = 3
10

is used for WENO-OA. WENO-OA outperformed

other scheme when c0 = 1
45

is used. Initial condition used is:

(ρ, u, p) =


(1, 0, 7) x ≤ 0.5

(1, 0, 10) x > 0.5

Root mean square error of this problem for different schemes is shown in table 6.15.

WENO-OA shows lesser error compared to other schemes with co = 1
45

.
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Table 6.14
Manhattan norm of error in Sod shock tube problem at T = 0.1 s with CFL = 0.8 using
200 grid points

Schemes ρm um pm

WENO-OA 0.002759398 0.006285947 0.002418984

WENO-Z 0.002696686 0.006710168 0.002553439

WENO-EZ 0.00285168 0.007655313 0.002860007

WENO-JS 0.003225898 0.00826728 0.003121195

TENO 0.002801088 0.00678148 0.002534338

TENO-opt 0.002864696 0.006781949 0.002553073

Table 6.15
Root mean square error in Right Expansion and left strong shock test case at T = 0.1 s
with CFL = 0.8 using 200 grid points

Schemes ρrms urms prms

WENO-OA 0.025695907 0.075162366 0.256409756

WENO-Z 0.02698291 0.07693153 0.262184325

WENO-EZ 0.026876803 0.076216971 0.259344129

WENO-JS 0.027323114 0.076569512 0.260526666

TENO 0.026703638 0.076467775 0.260307523

TENO-opt 0.025719869 0.075745195 0.257286225

167



(a) Density plot using different FV-WENO schemes
using Rusnov flux

(b) Density plot using different FV-WENO schemes
using Rusnov flux (zoomed view)

(c) Density plot using different FV-WENO schemes
using Rusnov flux

(d) Density plot using different FV-WENO schemes
using Rusnov flux (zoomed view)

(e) Density plot using different FD-WENO schemes
using Lax-Friedrichs scheme

(f) Density plot using different FV-WENO schemes
using Lax-Friedrichs scheme (zoomed view)

Figure 6.6: Solution of right expansion and left strong shock problem using finite volume
and finite difference method with CFL = 0.7 at 0.1 s using n = 200.
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Shu-Osher problem

Higher-order schemes work well on problems with curvatures so the present schemes are

tested on the Shu-Osher problem. Initial condition used for the Shu-Osher problem is [7]

(ρ, u, p) =


(3.857143, 2.629369, 10.33333) x ≤ −4

(1 + 0.2× sin(5x), 0, 1) x > −4

Simulation is carried on n = 400 with a CFL = 0.5 and solved up to T = 0.8s. The

result of this test case using FVM is shown in figure 6.7. For this test case, WENO-OA

is less-oscillatory and less dissipative compared to other schemes considered. Figure 6.7a

shows the solution of Shu-Osher problem using finite difference discretization. Here also

FD-WENO-OA outperformed others.

Noh test case

This problem is an implosion problem [198]. This test case is used to check the robust-

ness of the scheme to preserve spherical symmetry. For this problem, the solution is an

infinite-strength shock wave expands outward from the origin with a constant velocity of
1
3
. Figure 6.8 shows the solution of Noh test case using 200 grid points with CFL num-

ber 0.8 at flow time 1 s. For this test case, except TENO and TENO-opt, other schemes

produced more or less the same result but all the scheme exactly identified the location of

shock. Since the performance of Roe-solver is better than others, the Roe scheme is used

as the Riemann solver. RMS error of different schemes for this problem is tabulated in

table 6.16. WENO-OA has given the least error than the other schemes when co = 1
40

is

used.

Initial condition used is:

(ρ, u, p) =


(1, 1, 10−6) x ≤ 0.5

(1,−1, 10−6) x > 0.5
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(a) Solution of Shu-Osher problem using finite vol-
ume discretization with CFL = 0.5 at 0.8 s using
n = 400.

(b) Density plot using different FV-WENO schemes
using Rusnov flux (zoomed view of figure 6.7a)

(c) Density plot using different FD-WENO schemes
using Lax-Friedrichs scheme

(d) Density plot using different FD-WENO schemes
using Lax-Friedrichs scheme (zoomed view)

Figure 6.7: Solution of Shu-Osher problem using finite difference and finite volume
discretization with CFL = 0.5 at 0.8 s using n = 400.
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(a) Density plot of Noh test (b) Density plot of Noh test case

Figure 6.8: Density plot of Noh test case at 1 s with CFL = 0.8 using n = 200

Table 6.16
Root mean square error in Noh test case at T = 1 s with CFL = 0.8 using 200 grid
points

Schemes ρrms urms prms

WENO-OA 0.040015493 0.007789326 0.019837074

WENO-Z 0.043634591 0.008384231 0.022471241

WENO-EZ 0.050953473 0.016127981 0.021547521

WENO-JS 0.050554665 0.026901231 0.020175966

TENO 0.07262997 0.009513642 0.030441726

TENO-opt 0.106553153 0.041361497 0.053483004
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6.6.2 Comparison of FD-WENO-OA and FV-WENO-OA with differ-

ent Riemann solvers

The effect of the Riemann solver on the cell-average and point-based reconstruction of

WENO-OA is studied. The FV discretization of 1-D conservation equation is

dūi
dt

= − 1

∆x
[f(ui+0.5)− f(ui−0.5)]

Where ūi is cell-average value. The finite volume WENO-OA needs left and right

state, that can be calculated from eq. 6.10 and eq. 6.16. Once the left and the right state are

determined, that is passed to Riemann solver. The Riemann solver will give the resultant

flux at the interface so the flux can be written as fi+0.5(u
l
i+0.5, u

r
i+0.5). Lax-Friedrichs is

used as Riemann solver and it is

fLF (uli+0.5, u
r
i+0.5) =

1

2

[
f(uri+0.5) + f(uli−0.5)− α(uri+0.5 − uli+0.5)

]
The finite difference formulation can be applied through flux-splitting procedure so

the final flux is given by

f(u) = f+(u) + f−(u)

df+(u)

du
≥ 0

df−(u)

du
≤ 0

Then the Lax-Friedrich splitting is

f± =
1

2
[f(u)± αu]

α = max
λ

|f ′(u)|

We refer [11] for more details about the difference between FV-WENO and FD-

WENO scheme.

Figure 6.9 shows the comparison of different Riemann solver using FV-WENO-OA

scheme. Riemann solver used here are HLLC, AUSM and Roe scheme. Among all

the solvers considered, Roe solver has given a better result than others for cell-averaged
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(a) Comparison of different Riemann solver with FV-
WENO-OA scheme

(b) Comparison of different Riemann solver with FV-
WENO-OA scheme (zoomed view)

Figure 6.9: Density plot of Sod shock tube problem for different Riemann solvers using
cell-averaged reconstruction with CFL = 0.9 at 0.1 s using n = 200.

(a) Comparison of different Riemann solver with
WENO-OA-P scheme

(b) Comparison of different Riemann solver with FV-
WENO-OA-P scheme (zoomed view)

Figure 6.10: Density plot of Sod shock tube problem for different Riemann solvers using
point-based reconstruction with CFL = 0.9 at 0.1 s using n = 200.
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reconstruction procedure. Figure 6.10 shows the comparison of different Riemann solver

on point-based interpolation. In figure 6.10, FV-WENO-OA-P represents point-based

order adaptive WENO scheme. For point-based reconstruction procedure, HLLC solver

outperformed other Riemann solvers. Please note that in cell-averaged FV-WENO-OA,

Roe solver outperformed other solvers. From this, we can notice that the solution of

Riemann solver also sensitive to reconstruction procedure used.

6.6.3 The effect of cell-average and point-wise reconstruction proce-

dure on FV-WENO-OA and FD-WENO-OA

It is clear that the point-based and cell-averaged reconstructions lead to a different formu-

lation so the effect of those reconstructions is studied on the shock tube problems. The

cell-average reconstruction procedure leads to higher-order accuracy in the derivative cal-

culation and point-wise reconstruction leads to higher-order accuracy in the interpolation.

Figure 6.11a shows the comparison of WENO-OA schemes based on cell-average and

point-wise reconstruction schemes on Shu-Osher problem. It is clear that point-wise re-

construction procedure is less diffusive than the cell-average reconstruction. For Sod

shock tube problem, the solution of averaging and point wise reconstruction are almost

the same. Table 6.17 shows the maximumCFL number can be used for different schemes

for different test cases. For finite volume schemes, HLLC flux is used to calculate resul-

tant flux at the interface. For the finite-difference scheme, Lax-Friedrichs scheme is used.

All the calculations are carried out with n = 100 grid points. It is clear that averaging in

reconstruction has reduced the maximum possible CFL for the scheme. FD-WENO is

relatively less stable than FV-WENO in terms of maximum possible CFL but the compu-

tational cost of FV-WENO is higher than FD-WENO. Please note that CFL here is based

on CFL number at which any of the primitive variables become unphysical, so to get

a good result CFL number used for that problem should be much lower than the value

tabulated in the table 6.17.
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(a) Desnity plot of Shu-Osher problem (b) Zoomed view of figure 6.11a

Figure 6.11: Comparison of FD-WENO-OA and FV-WENO-OA on point-wise and
averaged-based interpolation with CFL = 0.5 at 0.8 s with n = 400.

Table 6.17
Maximum CFL number possible for different scheme for different test cases

Schemes Sod RELSS Mach 3 Shu-Osher

FD-WENO-JS 1.54 1.78 1.64 1.68

FD-WENO-JS-p 1.6 2.14 1.84 2.02

FV-WENO-JS 1.81 2.23 1.94 1.82

FV-WENO-JS-p 1.96 3.03 2 2.02

FV-WENO-OA-p 1.93 2.59 2 2.17

FV-WENO-OA 1.92 2.42 1.92 1.87

FD-WENO-OA 1.59 1.89 1.69 1.59

FD-WENO-OA-p 1.79 2.33 1.89 2.02

FV-WENO-Z 1.75 2.59 1.99 2.08

FD-WENO-Z 1.68 2.08 1.87 1.98

FD-WENO-ZS 1.68 2.08 1.87 1.98

FV-WENO-EZ 1.69 2.25 1.89 1.87

FV-TENO 1.83 2.1 1.66 1.84

FV-TENO-opt 1.79 2.12 1.6 1.71
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(a) Density plot. (b) Zoomed view

Figure 6.12: Effect of co on FV-WENO-OA for Shu-Osher problem

6.6.4 The effect of co on the solution

WENO-OA schemes need one cut-off value (eq. 6.8) to determine the smooth and non-

smooth polynomial. If the weight is higher than the ideal weight, the polynomial is con-

sidered as “good” polynomial. The polynomial whose weight is slightly lower than the

ideal weights can be considered as “good” polynomial. This is set by the cut-off value

(co). co value plays an important role in the resolution of the solution. Low the value leads

to higher-order reconstruction but may cause oscillations in the solution. High value of

co leads to a lower-order scheme but may be diffusive. Figure 6.12a shows the effect of

variation of co on Shu-Osher problem. Since low co is oscillatory and high value is dissi-

pative, co = 0.3 is suggested for better result. It can be changed based on the problem and

users requirement. In the test cases, co = 1
90

to 7
10

is used but for most of the test cases

co =
3
10

is used.

6.6.5 2-D benchmark problems

Here, WENO discretization is carried out by decomposing two dimensions into two 1-D

WENO[11].
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2-D Riemann problem configuration 1

The present schemes are tested on 2-D Riemann problem. Initial condition used is:

(ρ, u, v, p) =



(1.5, 0, 3, 1.5) if 0.5 ≤ x ≤ 1, 0.5 ≤ y ≤ 1

(0.5323 1.206, 0, 0.3) if 0 < x ≤ 0.5, 0.5 ≤ y ≤ 1

(0.138, 1.206, 1.206, 0.029) if 0 ≤ x < 0.5, 0 ≤ y ≤ 0.5

(0.5323, 0, 1.206, 0.3) if 0.5 < x ≤ 1, 0 ≤ y < 0.5

The flow is solved up to the flow time T = 0.45 s using Rusanov-flux. The solu-

tion of the present test case is shown in figure 6.13. Figure 6.13a and figure 6.13b show

the pressure contour of the the present test case in 100×100 grids and 115×115 grid

points respectively using FV-WENO-JS. It is clear that some of the flow features present

in 115×115 are missing in 100×100 grid points. Figure 6.13c shows the solution in

100×100 grid points by FV-WENO-OA scheme. The solution of FV-WENO in 115×115

grid points is similar to FV-WENO-OA in 100×100 grid points. Zero gradient bound-

ary condition is used at the boundaries. From the figure, it is clear that FV-WENO-JS

requires more grid point to produce the same result of FV-WENO-OA or WENO-Z. FV-

WENO-JS in 115×115 grid points diverges when CFL = 0.5 is used so CFL = 0.3 is

used but FV-WENO-OA and FV-WENO-Z did not diverge using 115×115 grid points

with CFL = 0.5 so FV-WENO-OA is more stable and less-diffusive than FV-WENO-JS.

Here, reconstruction based on cell-averaging and point-based did not show any significant

difference. For this test case, WENO-Z and WENO-OA behaved more or less the same

and produced the same result. For this problem, WENO-EZ, TENO and TENO-opt failed

to give the result with the same solver procedure followed for WENO-OA.

2-D Riemann problem configuration

The initial condition used is
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(a) Pressure contour of configuration 1 using
FV-WENO-JS in 100×100 grid

(b) Pressure contour of configuration 1 using
FV-WENO-JS in 115×115 grid

(c) Pressure contour of configuration 1 using
FV-WENO-OA in 100×100 grid

(d) Pressure contour of configuration 1 using
FV-WENO-Z in 100×100 grid

Figure 6.13: Pressure contour of configuration 1 at T = 0.45 s
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(ρ, u, v, p) =



(1, 0.75, −0.5, 1) if 0.5 ≤ x ≤ 1, 0.5 ≤ y ≤ 1

(2 0.75, 0.5, 1) if 0 < x ≤ 0.5, 0.5 ≤ y ≤ 1

(1, −0.75, 0.5, 1) if 0 ≤ x < 0.5, 0 ≤ y ≤ 0.5

(3, −0.75, −0.5, 1) if 0.5 < x ≤ 1, 0 ≤ y < 0.5

The flow is solved using CFL = 0.5 up to the flow time T = 0.3 s using Rusanov-

flux. Zero gradient boundary condition is used at the boundaries. The density contour

of this configuration is shown in figure 6.14. Figure 6.14a and figure 6.14c shows the

density contour of the present test case using 100 × 100 grid points using FV-WENO-OA

and FV-WENO-Z respectively. Though there is no big difference in the solution of FV-

WENO-OA and FV-WENO-Z, FV-WENO-Z is under-resolved in 100×100 grid points.

To obtain the same result of FV-WENO-OA-p, FV-WENO-M required 120×120 grid

points (figure 6.14d). FV-WENO-JS, WENO-EZ, TENO and TENO-opt unable to solve

this problem with the grid and CFL number used for FV-WENO-OA and FV-WENO-Z.

Here also point-based and cell-averaged based reconstruction did not show any significant

improvement in terms of resolution.

Isentropic vortex convection

Isentropic vortex convection test case is studied over the domain [0,10]×[0,10] up to the

flow time 50 s. CFL number used is 0.5 with 120×120 grid points. The bottom and the

top boundary conditions are zero gradients and the left and the right boundary conditions

are outlet. Initial condition used is
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(a) Density contour using FV-WENO-OA in
100×100 grid

(b) Density contour using FV-WENO-OA-p in
100×100 grid

(c) Density contour using FV-WENO-Z in
100×100 grid

(d) Density contour using FV-WENO-Z in
120×120 grid

Figure 6.14: Density contour of configuration 2
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ρ

u

v

p



=



[
1− (γ−1)b2 exp(1−r2)

(8γσ2)

]2.5

− b
2σ

exp
(

1−r2
2

)
(y − 5)

b
2σ

exp
(

1−r2
2

)
(x− 5)

ργ


Where σ = 4 tan−1(1), b = 1

2
and r =

√
x2 + y2. The solution of the isentropic

vortex convection test case is shown in figure 6.15. For this problem, there is no difference

in the solution of the different WENO schemes considered.

Double Mach reflection

Double Mach reflection test case is commonly used to check the small scale resolution

capacity of the scheme. The size of computational domain is [0, 4]×[0, 1] using 1024×

256 grid points. The left end of the domain is the inlet and the right end is the outlet.

The bottom side is reflecting wall starting from x = 0.6. The initial condition is a right

moving incident shock of Mach number 10 with an angle 60°. The post-shock values are

assigned to the left side of the shock. We refer to [199] for more details of the present test

case. Problem is solved up to the flow time 0.2 s with CFL number 0.1. The local-Lax-

Friedrich scheme is used as Riemann solver. Initial condition used is:

(ρ, u, v, p) =


(1.4, 0, 0, 1) if y < 1.732(x− 0.1667)

(8, 7.145,−4.125, 116.833) otherwise

The solution of the present test case is shown in figure 6.16. For this problem except

the solution of TENO, other schemes performed well. Tuning parameter used for WENO-

OA is 0.7.
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(a) Density contour using WENO-JS (b) Density contour using WENO-Z

(c) Density contour using WENO-EZ (d) Density contour using TENO

(e) Density contour using TENO-opt (f) Density contour using FV-WENO-OA

Figure 6.15: Density contour of isentropic vortex convection using 120× 120 grid points
at 50 s
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(a) Density contour using WENO-JS

(b) Density contour using WENO-Z

(c) Density contour using WENO-EZ

(d) Density contour using TENO

(e) Density contour using TENO-opt

(f) Density contour using FV-WENO-OA

Figure 6.16: Density contour of Double Mach reflection problem using 1024× 256 grid
points at 0.2 s
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Sedov problem

Sedov problem is a point-blast in a uniform medium. This test case is used to identify the

robustness of the scheme to preserve cylindrical symmetry and handling strong shocks.

An exact solution of the test case is presented in [200]. The problem is solved over the

domain [0, 1.2] × [0, 1.2]. The domain is discretized using 240×240 grid points. The

problem is solved up to 1 s with CFL number 0.5. Initial condition used is ρ0 = 1;

u0 = 0; v0 = 0 and p0 = 10−6 except at the origin where pressure is set to p0 =
(γ−1)ρ0ϵs
∆x∆y

;

where ϵs = 0.244816, γ = 1.4, ∆x and ∆y are grid size in x and y direction. The solution

is an infinite strength shock wave propagating in the radial direction. The density contour

of Sedov problem is shown in figure 6.17. For this problem, excessive oscillations are

present in TENO, TENO-opt and WENO-OA but WENO-OA is able to produce a good

result because it has a tuning parameter. That is set to 0.7 instead of standard 0.3, else

WENO-OA also produce oscillations but it can able to predict the peak value of density

better than others. It is noteworthy that others are unable to predict it well. Figure 6.18

shows the density contour of WENO-OA with different tuning parameter. Figure 6.19

shows the variation of density at y = 0 line in the solution. From the figure it is clear that

WENO-OA is less diffusive than other schemes. WENO-Z outperformed other schemes

for this test case.

Shock/shear layer interaction

Shock/shear layer interaction is to study the resolving capacity of the scheme on preserv-

ing small scale vortices when interacting with a shock wave. A shear layer with Mach

number 0.6 impact on an oblique shock. The computational domain is [0, 200] ×[-20,

20] is solved up to flow time 120 s with CFL number 0.5. The number of grid points

used is 480×120. Initially, the vortices are passed through an oblique shock, again the

disturbed vortices are passed through the reflected shock by the lower boundary. Initial

condition used is [188]:
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(a) WENO-JS (b) WENO-Z

(c) WENO-EZ (d) TENO

(e) TENO-opt (f) FV-WENO-OA with co = 0.7

Figure 6.17: Density contour of Sedov problem case using 240× 240 grid points at 1 s

185



(a) FV-WENO-OA with co = 0.3 (b) FV-WENO-OA with co = 0.7

Figure 6.18: Density contour of Sedov problem case using 240× 240 grid points at 1 s
with WENO-OA scheme

(a) Density plot of Sedov test (b) Zoomed view of density plot

Figure 6.19: Density plot of Sedov test case at T = 1s at y = 0 line
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ρ

u

v

p



=



0.3626 if y < 0 else 1.6374

2.5 + 0.5 tanh(2y) if y < 0 else 2.5 + 0.5 tanh(2y)

v′ if y < 0 else v′

0.3327 if y < 0 else 0.3327

The upper boundary is set as post-shock condition (ρ, u, v, p) = (2.1101, 2.9709, -

0.1367, 0.4754). The lower boundary is set as a slip wall. Fluctuation is added to the

y-component velocity that is:

v′ = 0.05 cos

(
2πkt× 2.68

30

)
exp
(
−y2/10

)
+0.05 cos

(
2πkt× 2.68

30
+
π

2

)
exp
(
−y2/10

)
.

The density and vorticity contour of different WENO schemes are shown in figure 6.20

and figure 6.21 respectively. Reference solution is carried on 1000×400 are shown in fig-

ure 6.20a and figure 6.21a. Solution obtained using WENO-OA is more closer to the

other schemes even on a course grid. Other schemes unable to retain the structure of the

vortices but WENO-OA able to retain the structures on the course grid. For this problem,

WENO-OA outperformed other schemes and solution is comparable to the reference so-

lution presented in [188] with lesser number of grid points. Since WENO-OA is able to

retain the structure on the coarse grid and it is computationally efficient.
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(a) Density contour using WENO-Z on 1000×400 grid

(b) Density contour using FV-WENO-OA on 480× 120
grid

(c) Density contour using WENO-Z on 480× 120 grid

(d) Density contour using WENO-EZ on 480× 120 grid

(e) Density contour using TENO on 480× 120 grid

(f) Density contour using TENO-opt on 480× 120 grid

Figure 6.20: Density contour of Shock/shear-layer interaction problem at 0.2 s
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(a) Z-vorticity contour using WENO-Z on 1000×400 grid

(b) Z-vorticity contour using FV-WENO-OA on 480× 120
grid

(c) Z-vorticity contour using WENO-Z on 480× 120 grid

(d) Z-vorticity contour using WENO-EZ on 480× 120 grid

(e) Z-vorticity contour using TENO on 480× 120 grid

(f) Z-vorticity contour using TENO-opt on 480× 120 grid

Figure 6.21: Z-vorticity contour of Shock/shear-layer interaction problem at 0.2 s
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6.7 Computational cost and accuracy

Though the number of operations per time WENO-OA function evaluation is higher than

WENO-JS, WENO-Z and WENO-EZ, it is relatively more accurate than those schemes

in most of the test cases. Since it is more accurate than others, it require less number of

grid points than other schemes for a given result where it can save computational cost.

Table 6.18 shows the computational cost of different WENO schemes for shock-shear

layer interaction test case. WENO-Z schemes with 2000×600 is taken as reference to

calculate RMS error. RMS error is calculated on density data at flow time 120 s. For

a given RMS error approximately 0.17, computational time and grid points for different

schemes are calculated. In table 6.18, η is computational efficiency which is the ratio of

computational time of a given scheme and computational time of WENO-OA. From this

we can notice that, WENO-OA is 4.9 and 2.4 times more economical than TENO and

TENO-opt schemes respectively.

Table 6.18
Computational efficiency of different schemes

Scheme Time (s) Grid Iteration RMS error η

WENO-JS 4701.75 500×300 5416 0.174367 177.7621

WENO-Z 4637.25 500×300 5416 0.174367 175.3237

WENO-OA 2644.96 400×200 3856 0.163596 100

WENO-EZ 3467.21 400×300 4816 0.175394 131.0873

TENO 13047.42 500×300 9697 0.178497 493.2924

TENO-opt 6567.69 500×200 7402 0.1752 248.309

6.8 Three level seventh-order WENO scheme

The three-level seventh-order WENO scheme is an extension of the five-order three-level

WENO scheme presented in chapter 6. This scheme is referred as WENO-OA-467. It
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can achieve a fourth or sixth or seventh-order based on the smoothness of the solution.

The derivation of this scheme is presented in section 6.4.2. Here, we will study the per-

formance of the WENO-OA-467 in different test cases.

6.8.1 Sod shock tube problem

Sod shock tube problem is one of the classic benchmark problems for the Euler equation.

It was introduced in [5] in 1978 to study the performance of some finite difference scheme

in hyperbolic equations. Simulation is carried out with 200 grid points up to 0.1 s flow

time. The Lax-Frederich scheme is used as a Riemann solver. Time marching is carried

out using the method HRK42 [105]. The component-wise solver that uses a conservative

variable is used in WENO algorithm stencil selection.

Initial condition used for this problem is

(ρ, u, p) =

{ (1, 0, 1) x ≤ 0.5

(0.125, 0, 0.1) x > 0.5

The problem is solved over the domain 0 to 1. The density plot at 0.1 s is shown in fig-

ure 6.22. In that figure, WENO-OA-467 shows a better resolution than others. Table 6.19

shows the L1 error of density, velocity and pressure of Sod shock tube problem.

Table 6.19
L1 error of Sod shock tube problem using n = 200

Schemes ρm um pm

WENO-OA-467 0.005059 0.008106 0.004515

WENO-JS7 0.005447 0.00852 0.004668

WENO-Z7 0.005174 0.008243 0.004508
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(a) Density plot (b) Zoomed view of contact discontinuity

Figure 6.22: Density plot of Sod shock tube problem with 200 grids CFL = 0.5 at
t = 0.10s

6.8.2 Right expansion and left strong shock

The Initial condition for right expansion and left strong shock is

(ρ, u, p) =

{ (1, 0, 7) x ≤ 0.5

(1, 0, 10) x > 0.5

The problem has been solved up to t = 0.1s using n = 200 over the domain (0,1).

The performance of different WENO schemes is shown in figure 6.23. The Riemann

solver used is the Lax-Frederich scheme. Component wise interpolation is carried out on

a conservative variable. WENO-OA-467 has a better result than other schemes. Also, L1

error of WENO-OA-467 is lower than the other schemes presented in table 6.20.

6.8.3 Mach number 3 test case

This test case is introduced in [201]. The initial condition used is,
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(a) Density plot (b) Zoomed view of discontinuity

Figure 6.23: Density plot of right expansion and left strong shock tube problem with
200 grids CFL = 0.9 at t = 0.1s

Table 6.20
L1 error of right expansion and left strong shock tube problem using n = 200

Schemes ρm um pm

WENO-OA-467 0.007985 0.021041 0.071759

WENO-JS7 0.008122 0.021004 0.071499

WENO-Z7 0.008028 0.021056 0.07165
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(a) Density plot (b) Zoomed view of discontinuity

Figure 6.24: Density plot of Mach = 3 test with 200 grids CFL = 0.9 at t = 0.09s

(ρ, u, p) =

{ (3.857, 0.92, 10.333) x ≤ 0.5

(1, 3.55, 1) x > 0.5

The problem is solved using n = 200 grid point over the domain 0 to 1. Riemann

solver used is Lax-Frederich’s scheme and solved up to 0.1 s. Component reconstruc-

tion is carried on the conservative variable. The solution to this problem is shown in

figure 6.24. Here also WENO-OA-467 performed better than other schemes. L1 error of

the present test case is shown in table 6.21. WENO-OA-467 shows relatively lower error

than other schemes.

Table 6.21
L1 error of Mach 3 test case using n = 200

Schemes ρm um pm

WENO-OA-467 0.3 0.017924 0.011125 0.046796

WENO-JS7 0.018389 0.011351 0.04711

WENO-Z7 0.018266 0.011332 0.046971

The performance of the seventh-order three-level order adaptive WENO scheme is
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studied for the one-dimensional test case. WENO-OA-467 shows a better result compared

to other schemes. Unfortunately, the preset scheme didn’t show significant improvement

in the result in two-dimensional test case that is not included in the present work.

6.9 Summary

The standard WENO procedures lead to lower order accuracy when one of the candi-

date polynomials is not smooth. In addition to that JS-WENO and WENO-Z is relatively

much more sensitive to small variation in the smoothness indicator so a new weight-

ing procedure is presented to cure those problems. In most of the WENO schemes, the

weighting function is directly related to the smoothness indicator. Here, the importance

to decouple the direct relation between weighting function and the smoothness indica-

tor is emphasized with an example. A novel computationally economical switch without

logical statements to eliminate the direct relation between the weighting function and the

smoothness indicator is also proposed. This switch can also act as a step-filter to remove

a certain range of frequencies present in the data. The formulation of WENO-OA for

finite difference and finite volume schemes are presented. In addition to that interpolation

based WENO-OA is also discussed. To the best of the knowledge of the authors, this is

the only WENO which has a tuning parameter to control the order adaptive property and

it can adapt any order ranging from three to five.

The test on 1-D and 2-D problems have shown that WENO-OA scheme is better

than other WENO schemes in terms of resolution and accuracy. The present point-based

WENO-OA (FV-WENO-OA-p) has better stability than FV-WENO-JS, FV-WENO-OA,

FV-WENO-JS-p, FD-WENO-JS, FD-WENO-JS-p, FD-WENO-OA-p, FD-WENO-OA,

FV-WENO-Z, FD-WENO-Z, TENO, TENO-opt and WENO-EZ. Though FV formula-

tion is based on cell-averaging, the test on different 1-D Euler equation with Riemann

problem like initial condition shows poor resolution and lower stability than the point-

based reconstruction. From these observations, point-based reconstruction is recom-

mended over cell-averaged reconstruction for the Euler equation which having a discon-

tinuity in the solution. If there is no discontinuity, cell-average reconstruction may work
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better than point-based method and it can maintain higher order derivative approximation

on uniform meshes.

There is no significant difference between the results of WENO method based on

finite difference and finite volume but finite volume is better than the finite difference in

terms of stability. In the case of WENO-Z and WENO-ZS, FD-WENO scheme is better

than FV-WENO scheme. Please note that FV based WENO is computationally more

expensive than FD-WENO. Though WENO-ZS used a fourth order polynomial basis, it

is unable to give a significant improvement over WENO-Z for the Euler equation. For the

test cases considered, TENO is better than TENO-opt, though the later one is optimized

for lower spectral errors. The results of WENO-EZ and WENO-OA are more or less

similar but tuning parameter present in WENO-OA made WENO-OA more robust and

more accurate than WENO-EZ.

The test on Riemann solvers using finite volume WENO-OA scheme has shown that

HLLC has a better resolution than others when point-based reconstruction is used. Roe

scheme has given a better result than the others when reconstruction is carried out us-

ing cell-averaged values. Point-based reconstruction does not show some significant im-

provement over cell-averaged reconstruction in finite difference WENO but shows a bet-

ter resolution and stability with finite volume based WENO. Though WENO-OA schemes

show a marginal improvement in the one-dimensional test cases, it shows some signifi-

cant improvement in two-dimensional test cases in terms of stability and the resolution

over WENO-JS, WENO-Z and TENO schemes. The present WENO-OA scheme is com-

putationally more expensive than WENO-JS, WENO-Z and WENO-EZ for a fixed grid

but it needs lesser number of grid points to achieve the same result of those schemes. All

other families of WENO schemes are unable to solve some of the test cases considered

but WENO-OA is able to handle all the problem because of the tuning parameter.
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7
Discontinuity Preserving Scheme

The order barrier theorem of Godunov [63] stated that all schemes higher than the first-

order are non-monotonous. Van Leer [108] extended the SCS to second-order scheme

for shock problems using the concept of Total Variation Diminishing (TVD). Because

TVD schemes introduce excessive dissipation and reduce to lower-order at shocks, it

gives diffused results. This limitation was partially overcome by Liu et al. [154] using the

WENO scheme, which is less diffusive than the limiters.

Most of the SCS are based on Piece-wise Parabolic Reconstruction (PPR) polynomi-

als. It is known that the PPR polynomials suffer from Runge’s phenomenon, so Mar-

quina [202] investigated a non-parabolic reconstruction. Although some of the non-

parabolic reconstructions show some improvement over PPR, they need a switch mecha-

nism at the shocks. The reconstruction procedure used by Deng et al. [203] considerably

eliminated the numerical dissipation present in the reconstruction basis. However, this
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procedure cannot reduce the artificial dissipation caused by the Riemann-solver. It is

impossible to solve problems involving shocks without Riemann-solver or artificial dis-

sipation using existing algorithms, so eliminating Riemann-solver or reducing artificial

dissipation in the solver may lead to carbuncle phenomenon or reduces the robustness

of the solver. It is common practice to refine the grid or try to achieve a higher-order

reconstruction to obtain an accurate shock structure. The former increases the cost of

computation, and the latter leads to oscillations in the solution. To overcome this issue,

we have proposed a scheme to reduce the numerical dissipation present in the schemes.

The conservative equations are solved using SCS in this method. WENO [11] is being

used in the present study for the Euler equation, and backward in space discretization is

used for the convective equation. To preserve the discontinuities present in the solution,

DPS is applied to the solution of SCS. This approach is similar to the JST-scheme intro-

duced by Jameson [13], where artificial diffusion or filtering is carried out on a solution

obtained from the regular SCS to eliminate the oscillations present in the solution. We

have validated our scheme for linear convection equation and non-linear Euler equations

and found some significant improvement over others in terms of resolution. The present

scheme can resolve the discontinuity with three grid points, irrespective of the SCS and

Riemann solver used.

7.1 Methodology

The details of the conservative equation and numerical schemes are described here. We

have used WENO for interpolation. As the exact Riemann solvers are computationally

expensive, Rusanov’s scheme (also referred to as Local Lax-Fredrich / LLF) [204] is used

as an approximate Riemann solver. The values at the cell-interface are calculated by

interpolating conservative variables.
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7.1.1 Discretization of Euler equation

Euler equation locally produces step-function like discontinuity and has the exact solution

for some cases. One-dimensional Euler equation is

∂U

∂t
+
∂F

∂x
= 0 (7.1)

U =



ρ

ρu

ρet


F =



ρu

ρu2 + p

u(ρet + p)



Using conservative discretization and method of lines it will become

dŪi
dt

=
F(Ui+0.5)− F(Ui−0.5)

∆x
(7.2)

Once the spatial discretization is computed, the time marching is carried out using HRK31 [105]

or forward Euler method.

7.1.2 WENO

Since the flux (F) is a function of conservative variable (U), the face values of U (i.e)

Ui+0.5 is calculated using WENO scheme. WENO basis are [11]

p0i+0.5 =
1

6
(2Ūi−2 − 7Ūi−1 + 11Ūi) (7.3a)

p1i+0.5 =
1

6
(−Ūi−1 + 5Ūi + 2Ūi+1) (7.3b)

p2i+0.5 =
1

6
(2Ūi + 5Ūi+1 − Ūi+2) (7.3c)

Ideal weights of those polynomials are γ0 = 1
10

, γ1 = 3
5

and γ2 = 3
10
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The final reconstruction function is

Ui+0.5 =
2∑
j=0

ωjp
j
i+0.5 (7.4)

ω̃j =
γj

(ϵ+ βj)2
(7.5)

ωj =
ω̃j∑
j ω̃j

(7.6)

7.1.3 Discontinuity preserving scheme

Once the conservative equation is solved using SCS, the solution is refined using DPS.

The DPS first detects the location of the shock by calculating the slopes. The slopes are

calculated using the following

ζ =
(Ui+1 −Ui−1)

2∆x
; dζ =

(ζi+1 − ζi−1)

2∆x
(7.7)

The position of the critical points (shocks) is obtained by calculating the first deriva-

tive of ζ using local maxima calculating procedure. Once the shock locations are identi-

fied, a hyperbolic-tangent function is used to fit the shock. The function is similar to the

function proposed by Deng et al. [203] that is

Ūi = Ūmin +
Ūmax
2

[1 + θ × tanh(kx̃i)] (7.8)

Let k1 is the location of discontinuity. It takes a value i+0 (centre of discontinuity) locally

and st is the span of smoothing function. st = 5 to 15 and k = 10000 gives a good result

for most of the cases. If two shocks are very close st should be small. If the scheme is
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very dissipative st should be a big number.

Ūmin = min([U(k1 − st), U(k1 − st + 1)

..., U(k1 + st)])
(7.9)

Ūmax = max([U(k1 − st), U(k1 − st + 1)

..., U(k1 + st)])− Ūmin

(7.10)

θ = sign[U(k1 + st)− U(k1 − st)] (7.11)

x̃i = xi − xi−st (7.12)

The eq. 7.8 is applied over the interval k1 − st to k1 + st on the solution of the SCS.

That means DPS is only applied at the location of shocks.

7.2 Results and discussion

To check the robustness of the present algorithm, we have tested the scheme on linear

convection equation and shock tube problems.

7.2.1 Linear convection equation

One-dimensional linear convection equation is

∂u

∂t
+ c

∂u

∂x
= 0 (7.13)

The initial condition is

u(x, 0) = tanh(10000x) (7.14)

The problem is solved in the domain [−π to π]. Forward Euler method is used for

time integration and the backward Euler for spatial discretization (FTBS). The number of

grid points (n) used is 101 with the CFL = 0.8 and simulated up to the flow time 1.0053

s. Figure 7.1 shows the solution of the convection equation. It is clear that the present

scheme is less dissipative and dispersive than SCS. It is worth noting that the present
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(a) Solution of convection equation (b) Zoomed view of the discontinuity

Figure 7.1: Solution of linear convection equation

scheme (FTBS-DPS) used three-point to resolve the discontinuity, but FTBS used twelve

points to resolve it.

7.2.2 Sod shock-tube problem

The present scheme is tested on Sod shock tube problem [5]. The problem is solved using

400 grid points (n) with CFL number 0.5, up to flow time = 0.1 s. The initial condition

of the problem is

(ρ, u, p) =

(1, 0, 1) x ≤ 0.5

(0.125, 0, 0.1) x > 0.5

Euler equation is solved using finite volume method (FVM), interpolation is carried

out using WENO and Rusanov’s scheme is used to calculate interface flux. Velocity

plot of Sod shock tube problem is shown in the figure 7.2. It is evident from figure 7.2

that the current model has a better high-resolution property than the standard SCS and is

comparable with the analytical solution. To solve the discontinuity, the WENO scheme

used eight grid points for this problem, but three points were used by the proposed scheme.
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(a) Velocity plot of Sod shock tube problem (b) Zoomed view of the discontinuity

Figure 7.2: Solution of Sod shock tube problem

7.2.3 Mach 3 test case

Mach 3 test case [6] is solved using n = 250 with the CFL = 0.7 up-to the flow time 0.1

s. Initial condition used for this case is

(ρ, u, p) =

(3.857, 0.92, 10.333) x ≤ 0.5

(1, 3.55, 1) x > 0.5

The discretization procedure used here is the same as that for the Sod shock tube problem.

Figure 7.3 shows the velocity plot of Mach 3 test case. The present scheme shows a better

shock resolving property than WENO. Incorrect shock strength is because the weighting

procedure of WENO scheme is not good. It originated from the reconstruction of density

in the left-state of (i − 2 to i + 2) the density reconstruction. In this case, with some

dissipation, the limiters can capture the shock strength correctly.

7.2.4 Lax test case

Lax test case [205] is solved using a total number of n = 400 grid points with the CFL =

0.7 up to a flow time of 0.1s. Initial condition used is

(ρ, u, p) =

(0.445, 0.698, 3.528) x ≤ 0.5

(0.5, 0.0, 0.571) x > 0.5
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(a) Density plot of Mach 3 test case (b) Zoomed view of the discontinuity

Figure 7.3: Solution of Mach 3 test case

The Lax test case solution can be found in 7.4. It is evident from Figure 7.4b that

WENO-DPS cannot completely remove the oscillations present in the solution; however,

this can be cured by carefully adjusting the span of WENO-DPS shown in Figure 7.5,

where st = 20 is used. FTBS used twelve points to resolve the discontinuity in the

convection equation, but the current algorithm (FTBS-DPS) used three points in order to

achieve the same.

7.2.5 Right expansion and left strong shock

The problem is solved using 400 grid points with CFL = 0.8 up to flow time 0.01 s. The

Rusnove Riemann solver is used here. Initial condition used is

(ρ, u, p) =

{ (1, 0, 7) x ≤ 0.5

(1, 0, 10) x > 0.5

The solution to this problem using WENO, WENO-DPS and the exact solution is shown

in figure 7.6. Here, WENO scheme used 13 grid points to resolve the discontinuity. In this

case, WENO and WENO-DPS are unable to estimate the second shock speed accurately.

It can be made better if a good Riemann solver is designed.
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(a) Density plot of lax test case (b) Zoomed view of the discontinuity

Figure 7.4: Solution of Lax test case with st = 10

(a) Density plot of lax test case (b) Zoomed view of the discontinuity

Figure 7.5: Solution of Lax test case with st = 20
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(a) Density plot of RELS test case (b) Zoomed view of the discontinuity

Figure 7.6: Solution of RELS test case with st = 10

In the Sod shock tube problem, WENO-Rusanov scheme used eight points to resolve

the discontinuity, but the proposed algorithm used three points. Similarly, for the Mach

3 test case, the current scheme could resolve shocks with three points, but the WENO

scheme used twelve points so that the current scheme could be bundled with a SCS to

avoid numerical dissipation of shock. This algorithm can result in convergence of the

fifth-order in a smooth region and the third order in a non-smooth region like in the WENO

scheme. This can be checked by using the Taylor series.

7.2.6 Shu-Osher Problem

Shu-Osher problem is solved using 400 grid points and solved using up to flow time 1.8 s

over the domain [-5 5]. st = 3 is used for this problem. The initial condition used is:

(ρ, u, p) =


(3.857143, 2.629369, 10.33333) x ≤ −4

(1 + 0.2× sin(5x), 0, 1) x > −4

The density solution to this problem is shown in figure 7.7a and figure 7.7b. For this

problem, WENO-DPS did not show significant improvement in the solution over WENO

and THINC.
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(a) Density plot of Shu-Osher test case (b) Zoomed view of the discontinuity

Figure 7.7: Solution of Shu-Osher test case with st = 3

7.2.7 Two-Dimensional DPS

The test case used is the flow past a wedge of angle 10 degrees. Inflow Mach number is 5.

Roe scheme is used as Riemann solver. Edge base limiting strategy is followed using min-

mod1 limiter. Time advancing is carried using the implicit Euler method. Unstructured

quadrilateral grid is used with the node-centred second-order finite-volume method. The

domain [−2, 3] × [0, 5] is discretized using 100×100 quadrilateral cells. A second-order

Gaussian kernel moving least square procedure is employed to obtain slope values. Nor-

malized pressure and density are used, so the initial condition for the density and pressure

is one. CFL ramping is employed for better stability at the initial transition region.

We could split the 2-dimensional problem using two 1-dimensional problems and do

the DPS, but it will lead to the severe stair-case effect. Figure 7.8 shows the solution of

the above test case post-processed using 1-D DPS. In this case, DPS algorithm performed

worse than the standard shock capturing algorithm. We need some modifications in the

present 1-D DPS algorithm, so an alternative 2-D DPS algorithm is presented. Here, the

location of discontinuous is calculated using eq. 7.7 in horizontal and its extension of that

to vertical directions. Once the discontinuities are located, we fit the following function

using moving least square algorithm. The function used is

y = a× tanh [1000000(x× tan(b) + c× y)] + d (7.15)
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(a) Mach number contour using 1-D DPS on 2-D test
case

(b) Mach number plot at y = 0.5 location using 1-D
DPS on 2-D test case.

Figure 7.8: Supersonic flow past 10 degree wedge

where a, b, c and d are calculated using Levenberg-Marquardt algorithm. Figure 7.9 the

pressure contour of SCS and SCS post-proceeded with 1-DSP is presented. The solution

of DPS algorithm is shown in figure 7.10. Pressure plot at y = 0.5 of SCS-DPS is shown

in figure 7.10b. In post-processing, the geometry is removed from the control volume to

make the interpolation simple. In this case, DPS is able to resolve the shock with three

grid points but SCS took 12 points to resolve the discontinuity.

7.3 Advantages and Disadvantages

7.3.1 Advantages

• Excellent shock resolving capacity regardless of grid size/ CFL/ Riemann solver

etc.

• No numerical dissipation or dispersion at shocks.

• Computationally more economical because it can able to retain shock structure

even in course grid.

• Some of the Riemann solvers may not have enough artificial viscosity to suppress

oscillations that can be cured using the present approach.
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(a) Pressure number contour using 2-D DPS on 2-D
test case

(b) Pressure number contour using SCS on 2-D test
case

Figure 7.9: Supersonic flow past 10 degree wedge

(a) Pressure contour using 2-D DPS on 2-D test case (b) Pressure plot at y = 0.5 location using 2-D DPS.

Figure 7.10: Supersonic flow past 10 degree wedge
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• Well tuned DPS can produce result matches with analytical solution.

7.3.2 Disadvantages

• Cut-off should be tuned based on the problem, discretization and grid size.

• Not recommended for very-diffusive schemes (first order schemes)

• If not tuned well, it may remove physical oscillations present in the vicinity of the

shocks.

• Will not work on multi dimensional unstructured grids.

• If grid is not aligned with the shock, it may lead to stair-case effect.

7.4 Summary

A discontinuity preserving scheme (DPS) is introduced in the present study. The aim is

to preserve the discontinuities present in the solution that would otherwise be dissipated

by the numerical dissipation of shock capture schemes (SCS). It is still impossible to

eliminate the artificial dissipation of the Riemann solvers by using existing approaches.

This algorithm is similar to the artificial dissipation method and the spatial filters used in

large eddy simulation to remove specific or unwanted oscillations present in the solution.

Instead of applying DPS at each iteration, it can be applied at a few time iterations

or at the end of time iteration to reduce the computational cost. For linear and non-

linear test cases, the current scheme shows better shock-resolving properties than SCS.

It can resolve the shock with a lesser number of grids than standard SCS. This algorithm

offers a cost-effective way to solve the shocks with fewer grid points than the regular

SCS. This scheme is a hybrid shock fitting shock capturing algorithm. The standard

shock fitting algorithm relies on analytical expression, but the present scheme relies on

numerical solution obtained using SCS. It is much simpler than the standard shock fitting

technique.
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8
Conclusions

In this work, higher-order schemes with the high-resolution property are explored for the

hyperbolic equations. The advantages of higher-order schemes are highlighted with basic

test cases and the limitations of higher-order schemes are also outlined. Importance of

well stable schemes is also explained using the test cases. Different discretization proce-

dures used in FVM are described and the procedure to obtain higher-order schemes are

also presented. The importance of some sophisticated tools like reconstruction schemes

and Riemann solvers are also described with the purpose. We tried to extend the higher-

order conservative discretization on the non-uniform grid and we found some issues in it.

The reasons and the proof for the reduction in the order of FVM on the non-uniform grid

are also presented.

Three hyperbolic Runge-Kutta methods are formed by maximizing the area covered in

the linear stability analysis. The optimization is carried using an evolutionary algorithm
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because of the non-linear nature of the area covered by the stability equation. An easily

parallelizable convex optimization algorithm called multi-section method is proposed. It

is suitable for problems having discontinuities in the solution. Though the HRK method is

based on linear stability analysis, it is better than other schemes in terms of computational

time and convergence. In addition to that storage requirements of the HRK methods are

also much lower than the classical and SSPRK methods. The present schemes are up to 8

times more stable than RK2 schemes in the area covered in the linear stability analysis.

Non-linear reconstruction schemes like limiters and WENO schemes are studied in

this work. Novel second and third-order slope limiters are presented. The performance

of the slope limiters is studied for simple and complicated test cases involving simple

and unstructured grids. The present limiters outperformed other limiters in most of the

test cases. In one test case, the present algorithm is up to 400% more accurate than the

classical schemes. In this work three-level order adaptive, WENO scheme is presented

which can achieve fifth, fourth and third-order accuracy. WENO schemes presented in

this work is up to 5 times more accurate than other schemes for certain test cases.

Discontinuity preserving algorithm is proposed in this work which can resolve the

shocks using three grid points. Several existing schemes are explored and some novel

conventional and non-conventional schemes are presented for hyperbolic equation having

discontinuity in the solution. Several linear and non-linear test cases are studied in uni-

form and unstructured grids.The schemes explored here are computationally economical

and having better shock resolving property for the one-dimensional and two-dimensional

problems.
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