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Abstract

Air-breathing satellite launch vehicles are winged vehicles containing all features and chal-
lenges of reusable launch vehicle with additional complexity of air-breathing propulsion.
Air-Breathing Satellite Launch Vehicle (ABSLV) uses scramjet propulsion during the as-
cent phase which makes the system complex due to severe interaction between propulsion,
aerodynamics and structural subsystems. Guidance and control design for an air-breathing
launch vehicle is highly challenging due to the small frequency of separation between the
two and high control structure interaction due to slender geometry of the vehicle. In con-
ventional launch vehicle open loop guidance scheme is preferred in the atmospheric phase.
But for air-breathing vehicle as the trajectory is sensitive to propulsion and aerodynamic
forces, a closed loop guidance scheme is essential in this phase.

The thesis deals with the design of 6D trajectory, guidance and controller for the air-
breathing phase of ABSLV. The 6D trajectory development for a hyper-sonic air-breathing
vehicle involves the development of models for aerodynamics, propulsion, vehicle dynam-
ics, earth model, guidance and control covering the ascent phase of the flight regime. The
vehicle propulsion model is based on the scramjet engine. Ascent phase guidance prob-
lem is formulated as an optimal control problem to find the control input u, which drives
the vehicle to follow the trajectory where the performance index will be minimized. The
performance index selected is to optimize the fuel taking velocity, altitude and mass as the
states with angle of attack as the control input. The control philosophy is to simultane-
ously control the states to follow the reference trajectory without defining any authority to
particular state. Thus, an integrated multi input multi output control law is developed with
input/output decoupling using state feedback and then classical controllers are designed in
each channel to ensure stability and robustness. All the control surfaces work together to
handle the aero-propulsive couplings and parameter uncertainties. Integrated guidance and
controller for the air-breathing phase handles the coupling between longitudinal and lateral
dynamics as well as translational and rotational dynamics and provides robustness to 40%
of parametric perturbations.

In general, the integrated guidance and controller for ABSLV is subjected to sudden
changes in the parameters due to the dynamic flight envelope, the vehicle has to cater.
Hence uncertainties associated with parameters and the possible presence of unmodelled
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dynamics during scramjet operation are state and time dependent. To address this problem,
an adaptive control and guidance law augmentation is developed for the integrated guid-
ance and controller in the air-breathing phase. Due to this unmodelled dynamics and plant
uncertainties, there is fast variation in the ideal weights as system undergo sudden changes
in dynamics. Thus the new adaptive control law using derivative free update algorithm can
improve the robustness by tuning the adaption gain instead of compromising for the closed
loop performance as in the case of derivative or projection based update laws. Similarly a
novel predictor-corrector guidance method based on all-coefficient adaptive control theory
is developed to take care of control surface failure condition or for degraded propulsion
performance. This is achieved by re-commanding the angle of attack to achieve the pre-
dicted final states following a sub optimal trajectory to save the mission in case of degraded
performance.

Finally, the usefulness and performance of the integrated controller augmented with
adaptive control and guidance algorithm has been successfully demonstrated and estab-
lished through 6D and Monte-Carlo (MC) simulations.
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Chapter 1

Introduction

Air Breathing Satellite Launch Vehicle (ABSLV) uses air breathing propulsion system
which brings a dramatic reduction in the flight time. These vehicles are capable of hor-
izontal take-off and landing. For the ascent phase, the propulsive system of ABSLV is
usually powered by hydrogen fuel based scramjet engine. To obtain maximum propulsive
efficiency, the scramjet engine must be operated at high dynamic pressure. Since aerody-
namic heating and drag increases with dynamic pressure, the benefits of high propulsive
efficiency must be balanced against temperature and structural constraints. Slender geome-
try and light structure causes flexible effects [6]. Further, propulsive efficiency will depend
on the vehicle trajectory [7]. Thus, a strong coupling exists between aerodynamics, air-
frame and propulsion [8], [9]. The development of fuel/time optimal trajectory for ABSLV
using scramjet engine pose strong coupling to other subsystems because of the large ve-
locity and altitude demanded by such trajectories. The mission performance and stability
robustness of the system requires development of a highly integrated guidance and control
techniques [10].

In space transportation problems, translational dynamics is controlled by guidance sys-
tem and rotational dynamics is controlled by digital autopilot. In conventional launch ve-
hicles, a decoupled translational and rotational design can be considered due to frequency
separation existing between these dynamics. However, in ABSLV, a strong coupling ex-
ists between translational and rotational dynamics due to the closeness in frequency and
the use of common control surface for both the dynamics [11]. Propulsion system uses
throttle controlled engine, where, thrust is function of angle of attack and thus guidance
control interaction is through propulsion and aerodynamics [12]. The interaction diagram
of different subsystems is shown in Figure 1.1.

This thesis mainly investigate the following

1. 6-D trajectory development,
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Figure 1.1: Interaction of different subsystems

2. Integrated guidance and control law development for air-breathing phase of ABSLV,

3. An adaptive guidance and control law augmentation for handling the large parameter
uncertainties and unmodelled dynamics to ensure the robust performance of inte-
grated controller.

1.1 Literature Survey and Motivation

Numerous optimal trajectory design, linear and nonlinear control design studies have been
reported on air-breathing launch vehicles over the years, attempting to investigate the
physics underlying air-breathing propulsion and associated coupling issues. A detailed
literature review of these studies is presented here.

1.1.1 Air-breathing Vehicle Design and Modeling

Air-breathing hypersonic vehicle has air-frame integrated hydrogen fueled scramjet engine
resulting in the following vehicle properties.

• decrease in drag, increase in lift-to-drag ratio, which bring the coupling between
aerodynamics and thrust,

• to obtain maximum propulsive efficiency, the scramjet engine must be operated at a
high dynamic pressure,

• aerodynamic heating and drag increases with dynamic pressure, thus the benefits of
high propulsive efficiency is limited due to structural constraints,
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• the trajectory demands wide range of flight conditions which calls for dynamic char-
acterization of vehicle over wide flight envelope,

• moreover, slender geometry and light structure causes structural vibration of the ve-
hicle [6].

Thus, there is strong coupling between different subsystems and variations due to wide
flight conditions, making the characterization of the ABSLV flight dynamics highly chal-
lenging [13].

Figure 1.2: Geometry of the vehicle [1]

Figure 1.2 illustrates the general geometry of the vehicle. An optimal combination of
oblique shock and bow shock in the intake is required for maximum pressure recovery
which depends on the range of possible angle of attack and structural bending conditions
[14], [15]. To maintain the shock configuration in the inlet [1], [16], pressure at inlet is
to be maintained which is determined by angle of attack, dynamic pressure and the free
stream characteristics. Since the angle of attack determines the air flow inside the scramjet
engine chamber, the thrust developed depends heavily on the angle of attack. Moreover, the
under-slung engine produces a nose-up pitching moment which is proportional to thrust.
The coupling between aerodynamics and propulsion has to be taken into account in the
control model.

Design optimization of the air breathing scramjet engine of hypersonic vehicle [15],
[17], [18] is manipulated through five vehicle design parameters, including the size and
position of the engine - fore-body cone half angle in the vehicle symmetry plane (φ), the
aspect ratio of the (elliptical) fore-body (AR), the capture width of the scramjet engines
(wcap), the leading edge sweep angle of the wing (Ψ), and the wing span (b). A large value
of φ causes a high fore-body shock and more compression, resulting in a high thrust at the
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expense of increased aerodynamic drag. Increasing the fuselage aspect ratio AR enables
the integration of the scramjet with a larger capture area resulting in a large thrust. On
the other hand, a wide fuselage results in higher aerodynamic drag. The capture width of
the scramjet engine wcap is adjusted to fit inside the fuselage geometry and should satisfy
shock-on-lip condition. Optimization variables for the wings, the span b and the leading-
edge sweep angle Ψ are designed for lift generation. When the engine is shifted towards
the nose, center of gravity shift forward and vehicle become more stable and trim angle of
attack increases with mach number. When the engine is shifted rearward, instability will
increase but it will make the vehicle more maneuverable for flight path angle tracking as
bandwidth can be increased for maximum right half plane zero.

A nonlinear, wind tunnel-CFD based model of the longitudinal and lateral-directional
dynamics for a wing-cone air-breathing hypersonic vehicle is developed in [19]. Two addi-
tional effects were considered in this work, the first effect considered was the on-design and
off-design propulsion system performance resulting from an oscillating bow shock and the
second effect they considered was the presence of coupling between the rigid-body accel-
erations and flexible body dynamics. Aerodynamic database was also generated based on
test results from hyper-X air-frame integrated scramjet propulsion experiment [20]. How-
ever the equations of motion used in the simulation account for the time varying center of
mass, the center of gravity (c.g.) and the moments of inertia. The total mass of the vehicle,
its c.g. location and the products of inertia vary as fuel is consumed. It is assumed that the
c.g. moves only along the body x-axis as the fuel is consumed.

1.1.2 Optimal Guidance and Trajectory Design

Three dimensional ascent phase trajectory studies of ABSLV with guidance law based on
optimal two-point boundary value problem [5], [21], [22], [23], linear logarithmic steering
law [24] with direct collocation optimization, singular perturbation theory [25] using two
time scale approach [26] by apportioning vehicle states to slow and fast variables, on line
trajectory optimization using convex programming [27] were attempted in the past few
years. Autonomous ascent guidance with multiple terminal constraints [28] based on two
point boundary value problem was demonstrated for all solid small vehicles.

Takayuki Yamamoto [24] proposed a new guidance strategy derived from the opti-
mal condition for the steering function which had linear and logarithmic terms, with only
four parameters. The commanded attitude angle was solved analytically and expressed as
ϕ = c1 + c2 + λ ∗ log tf . Acquired terminal horizontal velocity computed through the
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parameterized liner logarithmic steering law was almost same with that obtained by the
direct numerical optimization. It was difficult to discuss analytically the general steering
law because the adjoint variables include the lift and thrust which depend on flight time.
But by implementing the numerical analysis, it was able to show the sinusoidal behavior
of the optimal steering. Here the algorithm used for optimal control problems was Direct
Collocation with Nonlinear Programming (DCNLP), which is one of the direct optimiza-
tion methods to handle the state constraints. Here the author also formulated a guidance
update algorithm considering path constraints based on time to go according to the fuel
remained. The parameters in the steering function were re-calculated if there is a deviation
from nominal ascent path. This was by solving simple two-by-two linear algebraic equa-
tions along with forward integration on-board, which guarantee the robust and real-time
solutions excluding any optimization process.

J. E. Corban et al [25] addressed the problems associated with on-board trajectory op-
timization and the synthesis of guidance laws for ascent to low earth orbit of ABSLV. An
algorithm for generating fuel-optimal climb profiles was derived via singular perturbation
theory. States considered were specific energy, mass, flight path angle and altitude with
altitude and flight path angle as fast variables and specific energy and mass as slow vari-
ables. The control variables were rocket engine throttle, and vehicle lift (L). The objective
was to minimize the fuel consumed in gaining energy by applying minimum principle to
a low order dynamic model showing the functional dependence of normal component of
thrust on angle of attack. Maximum dynamic pressure and maximum aerodynamic heating
rate constraints were considered in addition to acceleration limits. The use of bank angle to
modulate the magnitude of the vertical component of lift was shown to improve the index
of performance.

In time scale decomposition of states approach [26], the guidance law allows the de-
sign of feedback controllers for slow and fast modes and finally they were combined to
form a composite feedback controller for the full order dynamics. The assumption made
for simplification was, thrust is aligned with the velocity. The dynamics were brought to
standard perturbation form with specific energy and mass were taken as slow manifolds
and altitude and flight path angle as the fast dynamics. Guidance law design is approached
from a geometric perspective. State space is composed of a family of control dependent
slow manifolds and control independent fast manifolds honoring transversality conditions.
Near optimal guidance was obtained from a composite control law. One set of control
was based on feedback control law for flying the vehicle on slow manifold and the other
set based on regulation law on fast manifold for tracking the vehicle in the reduced order
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trajectory. Thus design was for non-optimal control law which will stabilize the fast dy-
namics so that the intersection of slow manifold and fast manifold was an asymptotically
stable equilibrium point. Fast dynamics were linearized using feedback linearization and
then stabilized using state feedback. Using bang-bang controller for the throttle, the opti-
mal altitude was computed honouring dynamic pressure constraint and a stagnation-point
heating rate constraint. For fixed specific energy E, both constraints were functions of alti-
tude so that throttle switching logic is unaffected. A flight path angle correction was used
to improve the accuracy of reduced solution.

Anthony J. Calise et al [29] developed an optimal three-dimensional trajectory of a
launch vehicle in the atmosphere satisfying a set of operational constraints and a set of
tangency conditions at main engine cutoff. A hybrid analytic/numerical approach was ap-
plied to this problem. The resulting guidance algorithm had the maximum utilization of the
analytically tractable portions of the solution to construct a set of interpolating functions.
These functions were then used in the numerical treatment of the total problem based on
the method of collocation. The application of this algorithm on single stage vehicle model
indicate that guidance algorithm converged reliably and accurately and that the execution
time required for a single guidance update is well within the realm of real-time implemen-
tation. The initial solution can be computed prior to launch and later updated in real time
at intervals along the flight trajectory. Guidance analytically solved the optimal state and
co-state equations. State and co-state equations were propagated from the initial time us-
ing a function based on Simpon’s rule to approximate the thrust. Here the co-state scalar
for state mass was neglected and initial values of velocity and position states were solved
by developing a nearly algebraic relationship for the dependence on terminal constraints.
Gleb Merkulov [30] derived semi analytical solution for optimal guidance law for inter-
cepting a stationary target with quadratic approximation of the kinematic equations and
fixed terminal time.

John D. Schierman [10] developed Integrated Adaptive Guidance and Control program
for Boeing X-40A during approach and landing phase using dynamic inversion approach
along with optimal control allocation to avoid command saturation. Band width was pro-
portionally reduced for all three control channels in case of command saturation. Guidance
law was based on back stepping approach with proportional feedback gains to track the ref-
erence trajectory. The trajectory reshaping was based on optimum-path-to-go methodology
where the possible scenarios of trajectory were computed offline and best trajectory was
computed on board from this data base based on the current state of the vehicle. Basically
the guidance law was for successive loop closure architecture with
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• altitude loop,

• flight path angle loop and,

• angle of attack loop - generates a quaternion command which finally drives the inner
control loop.

The Optimum-Path-to-Go trajectory reshaping consists of four steps

1. optimization problem formulation - optimization problem was formulated through
successive quadratic programming with cost function to minimize the vertical accel-
eration which ensured less aggressive trajectories.

2. off-line trajectory database generation - a data base of the optimal trajectories were
generated by varying the initial states, upper bound and lower bound perturbation for
critical parameters like lift and drag coefficients.

3. off-line trajectory database modeling and encoding - from the trajectory data base,
states of the system were best fitted using polynomial fit of fifth or sixth order. Fur-
ther a non linear function modeling was used to generate Polynomial Neural Net-
works (PNN) which map the initial states and parameter perturbations to the coeffi-
cients of basic function, describing the associated trajectory. and

4. online trajectory reshaping - estimation of critical parameters in flight was done using
the onboard measurements of the initial conditions and PNN interrogation and using
this trajectory was reshaped.

Entry guidance algorithm for aero-capture was formulated as a robust optimization
problem in [31]. Successful guidance law requires a precise knowledge of system states,
environmental conditions and vehicle performance parameters. This work incorporated the
uncertainty in entry flight problems into an overall optimization objective using robust op-
timization principles. Robust optimization involves modification of a deterministic cost
objective to incorporate the effects of uncertainty. The parameters representing uncertain-
ties or unmodeled dynamics were included as consider variables in the Kalman filter. Errors
in parameters were reflected in the associated covariance update equations of the consider
filter, while nominal parameter estimates remained static. This way an Extended Consider
Kalman Filter (ECKF) was used to predict propagated uncertainty due to dynamics and
measurement updates. The ECKF equations were used for propagating state and parame-
ter uncertainties, as well as for predicting the conditioning effect of future measurements
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on the estimation error covariance. Thus guidance prediction errors were desensitized by
optimization procedure decreasing the necessary ∆V budget by about 50%.

A continuous-time predictive control-based novel integrated guidance and control for
missile target was proposed in [32]. Targeted acceleration was considered as external dis-
turbance and predicted using an extended state observer. Feedback control gain and distur-
bance compensator gain was computed using optimal nonlinear feedback control law. The
response of the nonlinear dynamical system was predicted by appropriate functional ex-
pansion. In the performance index, a quadratic cost function based on the predicted errors,
control expenditure and having an additional term involving rate of change of predicted
error similar to derivative feedback in classical controller to improve the performance, was
minimized. Integrated guidance and control design based on various theories like dynamic
inversion, θ-D method, optimal control, sliding mode control, feed back linearization, se-
quential loop closure were applied to descent phase of reusable launch vehicle, missile
guidance and control problems etc.

Most of the researches to date focus on the development of different guidance algo-
rithm using three dimensional trajectory of the ascent phase of air-breathing vehicle. In
the present work guidance law is developed using the 6D trajectory, considering the effect
of controller on guidance states. Here during the formulation of the guidance algorithm,
sum of the force contribution from control surface deflection and from the basic vehicle
is considered in the co-state equations. Aero control surfaces are deflected for trim angle
of attack required for static equilibrium, then rotational dynamics are solved with con-
troller and cumulative aerodynamic force components and thrust has been considered for
solving co-state equations in guidance law. Moreover mass is taken as an optimal state in
the Hamiltonian formulation for the guidance to account for mass update in air-breathing
phase.

1.1.3 Control Design Techniques for ABSLV

Several tracking controller design to steer the states to the reference trajectory was at-
tempted during the past few years. Control schemes based on LQ controller design [11],
H∞ control and µ-synthesis methods [33], linear parameter varying control [34], sliding
mode control [35] and output regulation [36], [37] for the longitudinal dynamics of AB-
SLV are effective in tracking the reference trajectory. Wilcox et al [38] studied Lyapunov-
based continuous robust controller with implicit learning method for the exponential ref-
erence model tracking of ABSLV considering aero-thermal effects and unmodeled distur-
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bances. Hypersonic flight conditions cause severe interaction between structural dynamics
and flight dynamics. To tackle this, Z. D. Wilcox and et al developed a nonlinear tempera-
ture dependent, parameter varying model with nonlinear additive bounded disturbance. A
Lyapunov-Based tracking controller was developed which ensured robustness and stability.
Controller consists of the state feedback, an initial condition term, and the implicit learning
term based on update law which allowed the controller to obtain an exponential stability to
reject the exogenous disturbance terms.

A new control strategy for tracking problem of air-breathing hypersonic vehicle [39]
uses the aero-propulsive coupling effect as well as elevator to lift non-minimum phase
effect instead of canceling them. The suppression of flexible effect was achieved by inte-
grating this control with H∞ control. In order to improve the robustness of the controller,
a non linear disturbance observer was proposed to estimate uncertainties from unmodeled
dynamics and is used in design.

The effect of right half plane zero in elevator to flight path angle transfer function and
how to control the vehicle was briefed in [40]. Unlike aircraft control, the bandwidth of
the longitudinal controller was severely limited by the frequency of transmission zeros
which is small compared to conventional aircraft transmission zeros. Another important
difference was the more lag between flight path angle and pitch angle for a given elevator
input for hypersonic vehicle compared to aircraft. Other than this, the high speed of the
hypersonic vehicle affected the altitude stability as small change in flight path angle cause
large changes in altitude. The author suggested that the frequency of right half zero can
be increased by altering the control effector configuration of the vehicle ie a canard is
ganged with elevator using a constant elevator to canard interconnect gain. The effect of
fixed canard length and varying interconnect gain - varying the position of canard location
from the nose of the aircraft close to the center-of-mass, on the transmission zero were
also highlighted in this paper. Moreover when flexibility effects were added to the model,
achievable bandwidth was limited by the complex coupling between the structural modes
and rigid modes.

A non linear control law for longitudinal dynamics of hypersonic vehicle was briefed
in [41]. The states controlled are altitude and velocity using elevator deflection and fuel
to air ratio as the control inputs. Additional complexity was added to the system by in-
troduction of aero-elastic modes, its coupling and unstable zero dynamics introduced by
the aerodynamic forces. Here approximate feedback linearization was attempted to sta-
bilize the non minimum phase system. An approximate reduced model (flexible modes
and unstable internal dynamics was identified and removed) was generated having the full
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vector relative degree with original system and then feedback linearization control law was
developed. Simulation studies were carried out with this control law on the truth model
and the tracking performance was established. Simulations were also done with mild plant
parametric variations to demonstrate the robustness of the design.

A control oriented model was developed after thorough understanding of the theoretic
properties of the system. In order to handle the zero dynamics of the system another con-
trol surface, canard was included to ensure stability by eliminating non-minimum phase
behavior and also for high-frequency aero-elastic mode introduced by the heave coupling.
Heave coupling is the excitation of flexible modes by changes in the body axis vertical
acceleration resulting in coupling between rigid body and flexible modes.

1.1.4 Adaptive Augmentation of Guidance and Controller

Control schemes integrated with adaptive control were able to maintain the performance
[42], [43], [44], [45], [46] in the case of model uncertainties, actuator failure and command
saturation [47], [48], [49]. Non linear controller based on sequential loop closure [50] and
dynamic inversion augmented with robust adaptive techniques [51] were also designed for
tracking the velocity and attitude reference profiles. The adaptive linear quadratic con-
troller designed for the altitude and velocity tracking of longitudinal model of air-breathing
hypersonic vehicle [51], [52] had taken velocity, flight path angle, altitude, angle of at-
tack, pitch rate and three flexible modes as states. The structural modes were not used
in the control design and were considered as unstructured uncertainty. Linear Quadratic
Gaussian (LQG) problem formulation follows a linear quadratic proportional-integral-filter
(PIF) control structure, for this controller robustness was not guaranteed as flexible modes
may destabilize the system. To tackle the uncertainty in aero and propulsion dynamics,
robust adaptive law based on gradient method with projection modification was incorpo-
rated. The certainty equivalence principle was used to induct adaptive law with the control
structure of linear quadratic regulator. Simulations of both control law, traditional linear
quadratic (LQ) control design and the adaptive linear quadratic(ALQ) control design were
compared and established that ALQ increases the robustness to unmodeled dynamics asso-
ciated with structural modes.

B. J. Bialy et al [53] developed an adaptive back stepping controller for longitudinal
dynamics of hypersonic flight to asymptotically track the velocity reference profile and
regulate other states. The controller was based on adaptive update laws and Lyapunov-
based stability analysis was carried out to ensure the asymptotic stability of the controlled
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states. Hao An [54] did a novel bound estimation method, which minimized the update
law of the adaptive controller for the dynamic variation of the inlet length of scramjet
engine. This handled time-varying uncertain parameters and external disturbance by ensur-
ing an efficient thrust. In the adaptive control proposed, a novel bound estimation method
was developed minimizing the parameter update laws. In back stepping which guarantees
good tracking performance, attitude controller command filtering technique was used to
overcome the problem associated with analytical solution of time varying virtual control
derivatives.

Several research work had focused on adaptive control of longitudinal dynamics of air
breathing vehicles to build robustness for unmodeled dynamics and parameter uncertain-
ties. Tansel Yucelen and Anthony J. Calise examined robustness to unmodeled dynamics
using derivative free adaptive control law [55], where adaption gain is increased to im-
prove robustness without the use of modification terms. The study further demonstrated
the limitation of derivative law with modification terms and also the projection based adap-
tive laws where author demonstrated that the performance of the closed loop system was
compromised to improve robustness to unmodeled dynamics. J. Tian and X.J. Xie [56]
discussed the adaptive state feedback for high-order stochastic non-linear systems with un-
certain control coefficients. The issues related to model reference adaptive control (MRAC)
which had with opposite to the expected sign of control signal demanded by multi input
multi output (MIMO) plant ie they fail to satisfy sufficient condition for satisfying adaptive
approximation errors in a fixed point solution was discussed in [57]. Inverse gain switching
control was proposed as an adaptive control law where the adaptive gain as a function of
control signal was utilized. This created a non-causal dependence that was broken by solv-
ing explicitly for the control signal. As a result, there is a singularity in a term containing
the said adaptive gain. This was remedied with a switching control law to appropriately
move it around the singularity and retain stability. Proposed architecture used Chebyshev
polynomial adaptive control in addition to the proposed inverse switching gain control.

The stability conditions of uncertain dynamic system subjected to actuator amplitude
saturation was established in [58]. Here the author discussed quadratic stability condition,
bounded tracking error and on the added design flexibility using a modification term by
reducing the allowable saturation limit while ensuring closed loop system stability. T.
Yucelen [59] proposed observer architecture to estimate the uncertain input dynamics and
established asymptotic stability of the system error dynamics for the adaptive command
following case. In [60], output feedback architecture used a linear quadratic Gaussian
structure to produce a baseline control in which an optimal state feedback control law
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provided command tracking and stabilization. An observer, modified with loop transfer
recovery, was used to estimate the states in the baseline control. Then e adaption law
was computed with estimation error. Here Gibson’s rule was used for tuning the adaptive
learning rates which made the adaptive design simple and easy to implement.

The article [61] presented a state feedback method for adjusting the adaptive gain for
abnormal conditions with increased tracking error by warping the Lyapunov level sets.
Tracking error bound analysis was done to avoid high increase in the gain. A gain function
to adjust the aggressiveness of adaption law was used for varying the adaptive gain with
tracking error expressed in weight estimation error and high frequency gain estimation
error. In [53] B. J. Bialy and et al developed an adaptive back stepping controller for longi-
tudinal dynamics of hypersonic flight to asymptotically track the velocity reference profile
and regulate other states. The controller was based on adaptive update laws and Lyapunov-
based stability analysis was carried out to ensure the asymptotic stability of the controlled
states. ALQ based altitude and velocity tracking control algorithm for the longitudinal
states of generic hypersonic vehicle was discussed in [62], where the author combined the
certainty equivalence principle to a linear quadratic control law to bring the robust adaptive
nature to the LQR control law. Adaptive law used here was gradient method with projection
modification. L. Fiorentini [63] used a non-linear sequential loop closure method to design
dynamic state feedback control laws for the longitudinal dynamics of the air-breathing hy-
personic vehicle. Appropriate intermediate controllers on certainty equivalence principle
with adaption law based on projection method were used for different subsystems.

Great deals of research had been carried out in adaptive guidance especially in the re-
entry phase including trajectory reshaping and adaptive guidance methods. M. Li and J.
Hu presented a novel predictor-corrector guidance method [64] based on all-coefficient
adaptive control theory in the approach and landing phase of reusable launch vehicle. Al-
gorithm used a first-order characteristic model to predict the states and control command
was reshaped to achieve the new predicted state. It had the advantage of high accuracy and
was independent of the predetermined reference trajectories. Predictor corrector re-entry
guidance algorithm was discussed in [2], [3], [65] for the medium to high lift-to-drag ratio
re-entry vehicles with later guidance for cross range control by commanding bank angle.

The adaptive predictor-corrector reentry guidance [2] was divided into two phases as
shown in Figure 1.3. In the first phase predictor -corrector guidance law between two self
defined way points was developed. In the second phase just before the end point, on-board
trajectory was computed from the existing point to end point and guidance tracking was
achieved using LQR control. The way points were determined by optimal trajectory via a
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Gauss pseudo-spectral method (GPM) with the control variable as angle of attack and bank
angle. Here a brain emotional learning based intelligence controller(BELBIC), was used to
develop the predictor-corrector algorithm. The results were validated through simulations
for various dispersion cases and endpoint maneuvering cases.

Figure 1.3: Re-entry guidance scheme [2]

A guidance law to command the optimum glide dynamic pressure to maximize lift to
drag ratio as well as to suppress the phugoid oscillations was developed for an aerodynam-
ically controlled hypersonic boost-glide class of flight vehicle [66]. Authors presented the
robustness analysis using statistical theory to demonstrate the capability of guidance al-
gorithm. A detailed study on an adaptive multi-step predictor-corrector iterative guidance
algorithm in interplanetary re-entry capsules to earth [67] used two quantities, gross error
adjustment for cross range error and fine error adjustment for position error. The algorithm
generated bank angle profiles till preset cross range was reached.

Overall guidance scheme for numerical predictor- corrector guidance (NPCG) for re
entry vehicles briefed in [68], [69], [3] had three modules

1. trajectory predictor-corrector module which had trajectory prediction and parameter
iterative correction,

2. constraint management module which handled the different constraints - path con-
straints, terminal constraints and control constraints,

3. a lateral guidance module which executed the bank angle reversals.
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The entry flight was decomposed to initial descent phase, quasi equilibrium glide phase,
and pre-TAEM phase. Upper and lower angle boundaries of bank angle were derived
for each phase and a compound bank angle corridor was constructed by connecting these
boundaries. Another difference from convection methods was that the control variables
were parameterized for the weighted sum of upper and lower boundaries compared to ini-
tial bank angle adjustment which had large range planning capability. In this algorithm
bank angle was parameterized for the range constraint using the weighted sum of upper
and lower bank angle boundaries and the weighting coefficient, w which can take the value
from 0 to 1. Multiple constraints were handled in this compound bank angle corridor
construction and were not considered in trajectory planning which improved the compu-
tational speed. In the constraint management module as shown in Figure 1.4, terminal
constraint was enforced through state feedback and control constraint by limiting the bank
angle rate based on a command filter. Lateral guidance module executed the reversal of
bank angle to achieve accurate heading control to enhance the robustness and accuracy of
three-dimensional entry guidance.

Figure 1.4: Constrained transformation relationship [3]

A second order difference equation was used to describe the slow varying dynamics in
characteristic model based adaptive control law for drag free satellite addressed in [70]
. Different all coefficient adaptive law for this second order model like 1) Maintain-
ing/tracking control law 2) Golden-section adaptive control law 3) Logic differential con-
trol law 4) Logic integral control law 5) Logic double integral control law were discussed,
out of which the logic double integral control law was effective to reduce the second-order
disturbance. The golden-section adaptive control was simple to use, convenient to adjust
and test, and able to generate highly robust systems and guaranteed closed-loop stability
for transient process or when parameter estimates were not converged to true values. A
combination of golden-section, logic integral and logical double integral control law was
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finally designed for drag-free control of the gravity satellite in the accelerator mode and the
performance comparison for all-coefficient adaptive control was done through simulations.

A quasi-equilibrium glide adaptive guidance methodology based on the quasi-equilibrium
glide condition (QEGC) was proposed for hypersonic vehicles in [4]. The algorithm was
independent of the standard trajectory and analytically computed the guidance commands
using precise analytical prediction of range and terminal velocity. It developed an analyt-
ical relationship between the terminal velocity and flight altitude by separating the effects
of the drag deceleration and gravity from the velocity calculation. All the path constraints
were conveniently converted to upper and lower bounds of the angle of attack and were eas-
ily satisfied as the guidance law operated along the quasi-equilibrium glide boundary most
of the time. Principle of quasi-equilibrium adaptive guidance is shown in Figure 1.5. With
the adaptive guidance law proposed, the vehicle adapted to variable mission requirements
without adjusting the guidance parameters within the vehicle’s flight ability.

Figure 1.5: Principle of quasi-equilibrium adaptive guidance algorithm [4]

All-coefficient adaptive control was found effective in controlling the shock and had
good disturbance rejection capability as demonstrated in scramjet engine control [71] by
predicting scramjet plant and in the [72] the ascent phase of hypersonic vehicle. Predictor
corrector re-entry guidance algorithm was discussed in [73], [74], [2], [3], [75], [65], [76]
for the medium to high lift-to-drag ratio re-entry vehicles for cross range control by com-
manding bank angle.

The ascent trajectory of air-breathing hypersonic vehicle demands highly varying angle
of attack and Mach number which leads to sudden variation of propulsive and aerodynamic
forces. To handle such dynamics and associated uncertainties there is a strong requirement
for an integrated guidance and control law in the ascent phase of air-breathing hypersonic
vehicle. Along with the usual coupling issues that exist between subsystems, it is also
observed that the coupling between longitudinal and lateral dynamics makes the problem
more intrinsic and is not properly addressed in the literature, especially for air-breathing
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phase. Most of the researches till date focus on the development of different guidance algo-
rithm using three dimensional trajectory of the ascent phase of air-breathing vehicle. From
the past research work, it is apparent that the control design of hypersonic vehicle dealt
with development of control laws for longitudinal dynamics with altitude, velocity, flight
path angle, pitch rate and angle of attack as state variables. Different control laws were
attempted on this model based on sliding mode control, dynamic inversion and adaptive
control.

This motivate to propose an integrated guidance and control for air breathing phase of
ABSLV with emphasis to handle unmodelled dynamics and uncertainties. In the present
work, six dimensional trajectory is developed solving both translational and rotational dy-
namics. Here the winged cone configuration of hypersonic vehicle is taken for study and
modeled the coupling dynamics between varies subsystems. Further guidance law is de-
veloped using the 6D trajectory, considering the effect of controller on guidance states.
Here during the formulation of the guidance algorithm, sum of the force contribution from
control surface deflection and from the basic vehicle is considered in the co-state equa-
tions. Aero control surfaces are deflected for trim angle of attack required for static equi-
librium, then rotational dynamics are solved with controller and cumulative aerodynamic
force components and thrust has been considered for solving co-state equations in guidance
law. Similarly present work focused on the development of an integrated controller tak-
ing longitudinal, lateral and translational states simultaneously. Controller design is based
on hybrid control law-a new approach with i)decoupling controller to decouple the states
which is essential for air-breathing hypersonic vehicle and ii) classical controller designed
in each channel to ensure robustness.

Further, a novel concept of augmenting the integrated controller with adaptive guidance
and control is attempted which improves the robustness and performance of integrated con-
troller in the enhanced flight and uncertainty parameter envelope. Design of the adaptive
control and guidance for an air-breathing vehicle in ascent phase is different from con-
ventional control problems due to strong coupling between different subsystems and the
possible presence of unmodelled dynamics during scramjet operation. Usually the adap-
tive control laws are applied to systems having time-invariant or slowly time-varying dis-
turbance and dynamics. In air-breathing vehicle the uncertainties associated with are state
and time dependent as the system undergoes sudden changes in dynamics. Unmodelled dy-
namics is also time-varying with respect to plant dynamics. To handle highly time-varying
dynamics and disturbance, adaptive control without derivative-based update or modifica-
tion terms is preferable. In derivative-free update laws, the designer has the freedom to
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increase the adaptive gain for fast adaptation without affecting the stability of the overall
system, while increasing the adaptive gain the fact to be considered is that increased control
effort demands the deflection of control surfaces. This can increase the angle of attack at
air intake zone resulting in the dynamic interaction between aerodynamics and propulsion.

In air breathing vehicles, due to strong interaction between different subsystems and the
slender geometry, a narrow vehicle trajectory corridor only exists to meet high propulsive
efficiency, different structural and thermal constraints and stability. Added to this is the
possibility of failure of control power plant or the degraded propulsive performance. Other
than the parameter uncertainties and unmodeled dynamics, ascent phase flight is susceptible
to large initial state errors. These calls for the requirement of advanced guidance law
with adaption capabilities to account for the degraded performance. Hence, along with
adaptive control law, an all-coefficient adaptive predictor-corrector guidance algorithm is
also proposed to reshape the trajectory to meet the terminal conditions at air-breathing
phase.

1.2 Research Contribution

The research contributions of the thesis are summarized as follows:

1. 6D-Trajectory Development for the Air-breathing Phase of ABSLV

• 6D-trajectory development for a hypersonic air-breathing vehicle involves the
development of models for aerodynamics, propulsion, mass model, vehicle dy-
namics, and kinematic relations during the air-breathing phase of the flight
regime.

• The vehicle propulsion model is based on the scramjet engine.

2. Guidance Design

• During the air-breathing phase, guidance is formulated as an optimal control
problem to find the control parameter - angle of attack, to optimize the fuel
taking velocity, altitude and mass as the states.

• The two point boundary value problem is numerically solved using pseudo-
spectral approach.

3. Integrated Controller Design
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• The control philosophy is to develop an integrated multi input multi output
controller taking longitudinal, lateral and translational states simultaneously to
follow the reference trajectory without defining any authority to particular state.

• Integrated controller is based on hybrid control law- with i)input/output de-
coupling controller using state feedback and ii) further, classical controller is
designed in each channel to ensure stability and robustness. All the control
surfaces work together to handle the aero propulsive couplings and parameter
uncertainties.

4. Adaptive Guidance and Control Augmentation to Integrated Controller

• An adaptive control law based on derivative-free update law is augmented to the
existing controller to handle wide range of parametric uncertainties by tuning
the adaption gain without compromising the stability of the overall system.

• An all-coefficient adaptive guidance law is developed to predict the terminal
states and re-commanded the control input to achieve the predicted terminal
states at air-breathing phase in case of initial state errors, control surface satu-
ration or for degraded propulsion performance.

• The new adaptive guidance and control algorithm is validated through various
parameter perturbations for aerodynamic parameters, control effectiveness and
propulsive parameters and evaluated the limit of perturbation that the overall
system can handle. Finally, the new scheme’s robustness is demonstrated via
Monte Carlo (MC) simulations.

1.3 Overview of Thesis

• Chapter 2 introduces the 6D trajectory development for air breathing phase of reusable
vehicle which involves model development, governing equations and the numerical
scheme for integration. It addresses the mathematical model for the various subsys-
tems, different coordinate systems used, vehicle dynamics and the kinematic rela-
tions. Validation of the trajectory and open loop simulation results are also discussed
in this chapter.

• Chapter 3 explains the guidance law development of air-breathing phase. Details
of the optimal control guidance formulation, the numerical scheme using pseudo-
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spectral method for the solving the optimal problem and the closed loop results are
discussed here.

• In Chapter 4, explores the integrated controller development which addresses the
longitudinal, lateral and translational dynamics. Controller consists of a decoupling
controller which decouples the states using input-output state feedback. Further, clas-
sical controller with compensator is designed in each channel to ensure robustness.
The frequency response and time response of the controller have been presented to
give an overall picture of the robustness of the design. The longitudinal and lat-
eral time domain responses along with perturbation cases are also discussed here
and shows how effectively the integrated system achieves the mission requirements
considering all the coupling effects within various subsystems.

• Adaptive guidance and control law augmentation to the integrated controller is de-
scribed in Chapter 5. The adaptive control law is based on derivative free control
law and adaptive guidance is based on characteristic model based predictor-corrector
guidance law. Stability analysis of the adaptive augmentation to the integrated con-
trollers is also brought out and the effectiveness of augmented adaptive guidance
and control law is demonstrated through extreme parameter perturbations and MC
simulations.

• Chapter 6 concludes the work and indicates the future direction of this work.
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Chapter 2

6D Trajectory Development

2.1 Introduction

The air-breathing hypersonic vehicle features an airframe integrated scramjet engine, which
may result in static and dynamic coupling between different subsystems in the narrow flight
envelope demanded by the vehicle. The vehicle configuration considered for the study is
the Winged Cone configuration [77] as shown in Figure 2.1. The vehicle is estimated
to have a gross take-off weight of 12700kg and an overall fuselage length of 60m. The
fuselage central line mounted wing has independently controllable trailing edge elevons
with their hinge line perpendicular to the fuselage center-line. Deflections of elevons are
with respect to hinge line with positive deflection being the trailing edge up. The fuselage
has an antisymmetric conical fore body, a cylindrical engine nacelle section, and a cone
frustum engine nozzle section. A vertical tail mounted in the center line of the fuselage has
a full-length rudder with its hinge line at the 25% chord from the trailing edge. Deflections
of the rudder are measured with respect to its hinge line, and positive deflections are with
the trailing edge left. Canards are placed relative to the fuselage center line with positive
deflection being the trailing edge down.

In expendable launch vehicles, a decoupled guidance and control design is attempted
considering translational states-position and velocity as slow manifolds for guidance and
rotational states-body rates and attitude angles as fast manifolds for control. These two
subsystems were integrated and tested for different parameter perturbations. Modifications
in each loop were carried out independently which calls for different design iterations and
may result in a sub optimal response during flight. In three degrees- of- freedom (3D)
model only the translational dynamics are taken into account along the three axes of a ref-
erence frame. In six-degrees-of-freedom (6D) model in addition to translational dynamics,
rotational dynamics are also solved along the pitch, yaw and roll planes. In air-breathing ve-
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hicles where a high degree of coupling exists between different subsystems, the 6D model
will represent a more real operating environment due to the effect of rotational dynamics
on the translational dynamics and vice versa.

The mathematical model for the air-breathing vehicle under consideration, requires the
development of models for various subsystems including propulsion, mass model, aerody-
namics, vehicle dynamics and kinematic relations. The mathematical models for the above
subsystems are discussed in the subsections below.

Figure 2.1: Winged cone research vehicle

2.2 Propulsion

The most critical technology of an air-breathing vehicle is the high speed hydrogen fuelled
scramjet propulsive system. In scramjet engine, supersonic compression of the hydrogen
fuel take place in an air frame compressed by the forward speed of the vehicle. Since the
engine operates at supersonic speed, there is less time for the fuel and scooped oxygen
to mix which requires a long combustion chamber. The main objective of the propulsion
system is to dynamically produce thrust to faithfully track the thrust command as closely
as possible. For this, the engine inlet must capture as much air flow as possible. Moreover,
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the system has to manage the shock configuration [78] in the intake as forward as possible
to achieve maximum pressure recovery and minimize the fuel requirement. Details of
scramjet engine is briefed in Appendix A.

The air-frame integrated scramjet engine causes significant interaction between propul-
sion, aerodynamics and control system [79]. In the longitudinal plane, the inlet flow pres-
sure along the fore body causes nose up pitching moment whereas the external nozzle flow
causes pitch down moment. Similarly the aerodynamics affects the propulsion as the bow
shock at the inlet determines the the air intake and compression rate of the engine. Thus,
engine model is dependent on the state of the vehicle so the coupling between propulsion,
aerodynamics and trajectory of the vehicle has to be properly addressed. Because of the
wide speed range of the vehicle, multiple engine cycles are needed for trajectory develop-
ment. For speed less than Mach 2, turbojet is used and for speed between Mach 2 and 5,
ramjet is used and for speed above Mach 5 scramjet is used. In this work, the trajectory
development for speed above Mach 5 is addressed assuming the engine to be working in
scramjet mode.

The thrust delivered by the engine is the product of weight flow rate and specific im-
pulse given by

T = ṁG0Isp (2.1)

where Isp is the engine specific impulse, ṁ is the mass flow rate and G0 is the gravitational
acceleration at the surface of the earth. Weight flow rate is the air that passes through the
intake of the engine and is given by

ṁG0 = G0ρVABAc (2.2)

where ρ is the atmosphere density, VAB is the relative velocity in body frame and Ac is the
engine capture area. For scramjet engine the air enters the cowl non-uniformly and thrust
coefficient (CT ) is a function of angle of attack (α) and Mach number Ma. Thus, thrust is
given by

T = G0ρVABCT (α,Ma)AcIsp(Ma,Φ) (2.3)

The propulsion model uses linear interpolation/extrapolation scheme to compute the
thrust coefficient CT as a function of (Ma, α), shown in Figure 2.2 and specific impulse Isp
as a function of (Ma, equivalence ratio - Φ) shown in Figure 2.3. Fuel flow is varied by
engine throttling command Φc which can vary between 0 to 10 for Mach less than 25.
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Figure 2.2: Thrust coefficient (CT ) as a function of α and Ma

Figure 2.3: Specific impulse (Isp) as a function of Φ and Ma
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2.2.1 Mass Model

The mass model is based on the assumption that the vehicle is rigid and mass, centre of
gravity and moment of inertia vary with respect to time as the fuel is consumed. Once
thrust is computed, fuel flow rate is given by

ẇ =
T

Isp
(2.4)

and vehicle weight is updated as

W = W0 − ẇdt (2.5)

where W0 is the vehicle initial weight. With respect to the updated mass, centre of gravity
and moment of inertia are interpolated from the data base. Fuel sloshing is not considered
and cross product of moment of inertia is neglected. It is assumed that centre of gravity
varies along the x-axis of the body as the fuel is consumed.

2.2.2 Aerodynamics

Aerodynamic model for generic, single stage to orbit, winged cone configuration of AB-
SLV is taken as the study configuration. Aerodynamic force and moment coefficients are
the function of Mach number, angle of attack and control surface deflection. Trim deflec-
tion requirement for the control surface is generated for the static stability of the vehicle.
The longitudinal and lateral directional force and moment coefficients are then generated
along the trajectory using linear interpolation/extrapolation of aero-data (data base gener-
ated from [77] with respect to Mach number, angle of attack and control surface deflection
as briefed in Appendix B).

The drag, lift and side force coefficients are computed as sum of the corresponding
coefficients of the basic vehicle and the control surfaces. Now the total force coefficients
are computed as

CD = CD0 + CDδeL + CDδeR + CDδru (2.6)

CL = CL0 + CLδeL + CLδeR + CLδru (2.7)

CY = CY ββ + CY δeL + CY δeR + CY δru (2.8)

where β is the side slip angle of the vehicle, CD0, CL0 are the drag, lift force coefficients
of the basic vehicle, CY β is the side force coefficient with side slip derivative of the basic
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vehicle and CDδi , CLδi , CY δi (where i is eL, eR and ru for left elevon, right elevon and
rudder respectively) are the drag, lift, side force increment coefficients of the correspond-
ing control surfaces. Similarly, the moment coefficients in roll, pitch and yaw [80] are
computed as

Cl = Clββ + ClδeL + ClδeR + Clδru

+ Clp
pb

2VAB

+ Clr
rb

2VAB

(2.9)

Cm = Cm0 + CmδeL + CmδeR + Cmδru

+ Cmq
qc

2VAB

(2.10)

Cn = Cnββ + CnδeL + CnδeR + Cnδru

+ Cnp
pb

2VAB

+ Cnr
rb

2VAB

(2.11)

where p, q, r are the vehicle body rates in roll, pitch and yaw, b is the lateral-directional
reference length (span) of the vehicle, c is the longitudinal reference length (mean aerody-
namic chord), Clp, Clr is the rolling moment coefficient of the basic vehicle with roll rate
and yaw rate dynamic derivatives respectively, Clβ is the rolling moment coefficient of the
basic vehicle with side slip derivative, Cnβ is the yawing moment coefficient of the basic
vehicle with side slip dynamic derivative, Cmq is the pitching moment coefficient of the
basic vehicle with pitch rate dynamic derivative, Cnp is the yawing moment coefficient of
the basic vehicle with roll rate dynamic derivative and Cnr is the yawing moment coeffi-
cient of the basic vehicle with yaw rate dynamic derivative. Clδi , Cmδi , Cnδi are the rolling,
pitching, yawing moment increment coefficients of the corresponding control surfaces. The
axial and normal force coefficients computed from the lift and drag coefficients are[

CA

CN

]
=

[
− sinα cosα

cosα sinα

][
CL

CD

]
(2.12)

Aero force and moments about the centre of gravity of the vehicle are computed as

FAero = QSref

−CA

CY

−CN

 (2.13)
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MAero = QSref

 bCn +XcgCY

cCm −XcgCN

bCl

 (2.14)

where Sref is the reference area and Xcg is the offset of centre of gravity in X-axis.

2.2.3 Vehicle Dynamics Model

The equations of motion of the vehicle in six dimensional space is described by transla-
tional and rotational dynamics. The force and moment equations in pitch, yaw and roll axis
along with kinematic equations describe the dynamics of the vehicle. Different co-ordinate
systems used to simplify guidance and control problem formulations are also discussed in
this section.

2.2.3.1 Earth and Atmospheric Model

Oblate Earth model is used for the study and gravitational acceleration in ECI frame is
computed considering the gravitational harmonics. Indian standard atmosphere is taken as
the atmospheric model where the parameters pressure, density and temperature is stored as
function of altitude. Speed of sound is computed by using the expression

Cs =

√
1.4

P

ρ
(2.15)

where P is the engine pressure. The speed of sound is used for the computation of Mach
number.

2.2.3.2 Translational Dynamics

Translational equations of motion describes the motion of the centre of gravity of the ve-
hicle with respect to reference frame.The translational equations are derived with respect
to ECI frame. Acceleration of the vehicle in ECI frame is computed from the total force
acting on the vehicle as

˙⃗
VI =

1

m
(IB)−1F⃗B + G⃗0 (2.16)

˙⃗rI = V⃗I (2.17)
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where IB is the ECI frame to body frame conversion matrix and G0 is the gravitational
acceleration given by

G0 =

GxI

GyI

GzI


and the total force acting on the vehicle in body frame is the sum of thrust force, aero-force
and control force which is given by

F⃗B = F⃗TB + F⃗AB + F⃗CB (2.18)

The variation of center of mass due to the ejection of burning gas is minimal. The variation
in c.g. is only 0.23 m, i.e. 7%. as shown in Figure 2.15. Hence, its effect on translational
dynamics is not considered in the present work. The velocity and position vector in the
ECI frame is computed by successive integration of acceleration using the Euler integration
method.

VI =

uIvI
wI

 rI =
xIyI
zI

 (2.19)

2.2.3.3 Rotational Dynamics

Rotational dynamics are described by motion of the vehicle about its center of gravity and
is solved in body frame.

˙⃗ωI = [I]−1(M⃗B − [İ]ω⃗ − ω⃗[I ]⃗ω) (2.20)

where the angular rate and inertia are given by

ω̄ =

rq
p

 I =

 Ixx −Ixy −Ixz
−Ixy Iyy −Iyz
−Izx −Iyz Izz


The vehicle rotational motion has a loss of angular momentum w.r.t center of mass due to
the velocity of the ejecting mass. This loss is called jet damping and is formulated as

Fe = −ṁe(ω× re) (2.21)
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Me = re × Fe (2.22)

where re is the distance vector from c.g. to nozzle exit plane and ṁe is the rate of flow
of ejecting mass. Figure 2.15 shows the comparison of jet damping and İω terms along
with the variation of moment of inertia and c.g. The effect of damping terms in closed-loop
simulation is negligible.

The total moment in body frame is the sum of moments due to thrust, aero-force and
control force.

M⃗B =

Mx

My

Mz

 = M⃗TB + M⃗AB + M⃗CB (2.23)

2.2.3.4 Auxiliary Position and Velocity Computations

Relative velocity of the vehicle is computed in body frame and aerodynamic angles are
calculated from its components. Similarly flight path angle and azimuth angle are computed
from velocity components in geographic frame. The relative velocity in ECI frame is

VAI = VI − Ωe ∗ t− VWI (2.24)

where Ωe is the earth’s angular rotation rate and the VWI is the wind velocity in ECI frame.
The relative velocity in body frame is given by

VAB =

uAvA
wA

 = [IB] ∗ VAI (2.25)

Pitch angle of attack and side slip angle is given by

α = tan−1(
uA
wA

) β = tan−1(
vA
wA

) (2.26)

Velocity in gravitational frame is computed by

VIG =

vXG

vY G

vZG

 = [IG]VI (2.27)
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where IG is the ECI frame to geographic frame conversion matrix. Flight path angle γ and
Azimuth angle Az are computed as

γ = sin−1(
vXG

VI
) (2.28)

Az = tan−1(
vY G

vZG

) (2.29)

The longitude and latitude [81] are calculated using position vector and velocity vector
with respect to ECI frame.

rI =

xIyI
zI

 (2.30)

Latitude φ = sin−1(
zI
rI
) (2.31)

Longitude Θ = tan−1(
yI
zI
) (2.32)

2.2.3.5 Kinematic Relations

Kinematic relations describe the instantaneous attitude of the system. Using Euler angles,
the instantaneous rate of rotation in ECI frame about the pitch, yaw and roll axis are given
by

θ̇ =
r sinϕ+ q cosϕ

cosψ
(2.33)

ψ̇ = r cosϕ− q sinϕ (2.34)

ϕ̇ = p+
sinψ(r sinϕ+ q cosϕ)

cosψ
(2.35)

Using these angular rates pitch(θ), yaw(ψ) and roll(ϕ) angles are updated at each time
interval.

2.2.3.6 Coordinate Systems Used

For describing the ascent trajectory, four different co-ordinate systems used in this study
are:

1. The Earth-Centered Inertial Frame: This coordinate system in Figure 2.4 has the
center of the Earth as the origin with the X axis pointing towards the Greenwich
meridian in the equatorial plane at the time of launch t = 0, the Z axis pointing to the
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north pole and the Y axis completing the triad. It is a non-rotating frame which is
fixed at the time of launch.

2. The Guidance Frame: This coordinate system in Figure 2.4 has X-axis, pointing from
the center of the earth towards the launch site while the Z-axis points downrange in
the launch azimuth direction. The Y-axis completing the triad.

Figure 2.4: Earth centered and guidance co-ordinate systems [5].

3. Body-centered Co-ordinate System: This coordinate system in Figure 2.5 has the
center of gravity of the vehicle as the origin, the X-axis points to the nose of the
vehicle, the Y-axis points to the right wing, and the Z-axis completes the triad.

4. The Geographic Frame: This coordinate system in Figure 2.6 is located on the surface
of the Earth at the current geocentric latitude and longitude of the vehicle. The Z axis
points to the north in the local horizontal plane, the Y axis points to the east, and the
X axis completes the triad.

2.2.3.7 Co-ordinate Transformations used

Transformation matrix to convert from ECI frame to guidance frame is given by

IEG =

 cosΘ cosΦ sinΘ cosΦ sinΦ

− sinΘ cosAz + cosΘ sinΦ sinAz cosΘ cosAZ + sinΘ sinΦ sinAz − cosΦ sinAz

− sinΘ sinAz − cosΘ sinΦ cosAz cosΘ sinAZ − sinΘ sinΦ cosAz cosΦ cosAz
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Figure 2.5: Body-centered co-ordinate system [5].

Figure 2.6: Geographic co-ordinate system

Transformation matrix to convert from body frame to guidance frame is given by

IBG =

 cos θ cosψ sin θ sinϕ− cos θ sinψ sinϕ sin θ cosϕ+ cos θ sinψ sinϕ

sinψ cosψ cosϕ − cosψ sinϕ

− sin θ cosψ cos θ sinϕ+ sin θ sinψ cosϕ cos θ cosϕ− sinψ sin θ sinϕ
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The unit vector along body x− axis in guidance frame is given by

I⃗b =

 cos θ cosψ

sinψ

− sin θ cosψ


The unit vector along body y − axis and z − axis in guidance frame are given by

I⃗y =

sin θ sinϕ− cos θ sinψ sinϕ

cosψ cosϕ

cos θ sinϕ+ sin θ sinψ cosϕ



I⃗z = I⃗b × I⃗y =

sin θ cosϕ+ cos θ sinψ sinϕ

− cosψ sinϕ

cos θ cosϕ− sinψ sin θ sinϕ


and the body normal unit vector is I⃗n = −I⃗z.

2.3 Results and Discussions

Both the translational and rotational equations of motion of air-breathing vehicle solved
from the initial conditions to propagate the open loop trajectory. A numerical simulation
using Euler integration method in MATLAB environment, is done to demonstrate the per-
formance of the vehicle. The initial conditions used for the simulation are given in Table
2.1.

Table 2.1: Initial conditions of the trajectory

Parameters Initial condition Unit

Altitude 2280 m
Velocity 1650 m/s
Flight path angle 0 deg
Weight 12700 kg
Mach 4.8 -
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2.3.1 Verification and Validation

To validate the program, the open-loop results are compared with simulation results by
Oscar J Murillo in [5]. Here the vehicle considered is winged cone configuration against
the generic hypersonic aerodynamic model by Oscar J Murillo. The same initial conditions
are assumed and trajectory simulation is carried out to achieve the same final conditions.
The trend of the trajectory parameters fairly match with that of [5] as shown in Figure 2.7
and Figure 2.8.

Figure 2.7: Comparison of trajectory parameters (altitude,velocity,weight) vs time-
(column 1) with corresponding parameters in the reference [5]vs time-(column 2).

2.3.2 Open-loop Simulation Results

Open loop simulation results are shown Figure 2.9 and Figure 2.10. During the initial flight,
there is a dip in the altitude upto 25s where the thrust build up is small as specific impulse
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Figure 2.8: Comparison of trajectory parameters (Angle of attack,dynamic pressure and
thrust) vs time-(column 1) with corresponding parameters in the reference [5]vs time-
(column 2).

is Mach number dependent and the gravity effect is more. Further, as the thrust builds up
it overcomes the gravity effect due to reduction in mass with fuel consumption. After 35s
thrust starts falling as the vehicle attains high altitude and the density starts decreasing.
Therefore, at lower altitudes vehicle has high accelerations. Because of this dynamic pres-
sure also peaks around 40s after which it starts decreasing and the pattern continues as time
progresses.

Simulation results with different initial altitudes keeping the same target conditions are
shown in Figure 2.11 and Figure 2.12. As the initial altitude increases, the initial thrust
build up is slow as the density is less at high altitudes. In order to attain more velocity, the
vehicle dips, which causes the thrust to increase and the vehicle attains sufficient velocity
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Figure 2.9: Open loop simulation results:Altitude,Velocity and Angle of attack

Figure 2.10: Open loop simulation results:Thrust,Weight and Dynamic Pressure
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to reach the target conditions. Thus, the time taken to reach the target is more for high
initial altitudes. There is decrease in final weight as initial altitude increases, as more
propellant is used. But when the initial altitude is more than 25.5km, the vehicle dips much
more to attain sufficient thrust and vehicle reaches the target condition faster. Thus the
time to reach the target conditions decreases after 25.5km height of initial altitude. This
shows that there is an optimum altitude at which scramjet can be powered so as to attain
maximum propellant efficiency. Increasing the final altitude results in more time to reach
to the target with more fuel consumption and the requirement of two peaks are seen in
trajectory parameters.

Figure 2.11: Open loop simulation results with different initial conditions: Altitude, Ve-
locity and Angle of attack
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Figure 2.12: Open loop simulation results with different initial conditions: Thrust, Weight
and Dynamic Pressure

2.3.2.1 Open-loop Simulation with Constraints on Angle of Attack and Dynamic
Pressure

Open loop run with constraints on angle of attack and dynamic pressure is shown in Figure
2.13. Wherever dynamic pressure exceeds Qmax, throttle opening is reduced to limit the
dynamic pressure. Variation of thrust with throttle opening is not linear as Isp is a function
of throttle opening. Here the desired thrust is computed from the dynamic pressure con-
straint and then throttle opening for the desired thrust is computed in an iterative manner.
Simulations shows that time required to achieve the target condition with constraints are
12s more compared to open loop run without constraint on dynamic pressure and angle of
attack.

Comparison of open loop simulation with 6D and 3D models has been done in the
present work and is shown in Figure 2.14. In 3D simulation, desired altitude is achieved
with additional burning of the stage by 2sec with difference in terminal velocity of 245m/s.
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Figure 2.13: Open loop simulation results with constraints on angle of attack and dynamic
pressure

Significant difference is seen in vehicle parameters like dynamic pressure, thrust, weight,
and open-loop angle of attack. This difference in the vehicle parameters in open loop
simulation will further affect the closed loop guidance command - optimal angle of attack
generation with 3D model. In the present 6D model the force contribution from the control
surface deflection is considered in addition to the force contribution from the basic vehicle
in solving the co-state equations. In the controller design, also all coupling issues can be
properly handled only by taking the translational and rotational states together. Thus, 6D
trajectory simulation gave the actual dynamical behaviour of the vehicle under different
flight environments.

2.4 Summary

In this chapter, 6D trajectory development of air breathing phase of ABSLV is studied.
Modeling of different subsystems is presented, addressing the coupling between different
systems. Open loop simulation results are validated with that of [5]. The sensitivity study
of the trajectory parameters for different initial altitudes shows that there is an optimum
altitude at which the scramjet can be powered in order to obtain maximum propulsive ef-
ficiency. The advantage of having a 6D trajectory over a 3D trajectory in handling the

39



Figure 2.14: Comparison of vehicle parameters for 6D and 3D simulation

Figure 2.15: Variation of inertia, center of gravity and damping terms (jet damping and
İω) during air-breathing phase

coupling between translational and rotational dynamics through aerodynamics and propul-
sion is clearly brought out.
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Chapter 3

Guidance Design

3.1 Introduction

Ascent phase guidance problem is formulated as optimal control problem to find the engine
cut off time tf and the desired body axis orientation to find direction of thrust and aerody-
namic forces. The guidance formulation used here is similar to Oscar J. Murillo et al [5].
In this approach ascent guidance problem is solved as Hamiltonian two point boundary
value problem derived from first order optimally conditions satisfying path constraints and
terminal state conditions. To solve this TPBVP problem a numerical hybrid optimization
methodology is followed.

3.2 Optimal Control Problem

The optimal problem is to find a control u*, which causes the system to follow the trajectory
where the performance index will be minimized. Let the system be described as

ẋ = f(x, u, t) (3.1)

where x is the state of the system, u is the control input and t is the time. The performance
index

J = Υ(xf , tf ) +

∫
L(x(t), u(t), t)dt (3.2)

where Υ(xf , tf ) is a final weighting function that depends on the final states xf and fi-
nal time tf , and L(x(t), u(t), t) is the weighting function which depends on current states
x(t),u(t),t. By adjoining the dynamic constraint to the integrand using Lagrange multiplier,
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the augmented cost Function Ja is

Ja = Υ(xf , tf ) +

∫
L(x(t), u(t), t) + λT (f(x, u, t))dt (3.3)

To minimize the cost function subject to constraints ẋ(t) = f(x, u, t)

Ja = Υ(xf , tf ) +

∫
L(x(t), u(t), t) + λT (f(x, u, t)− ẋ)dt (3.4)

Hamiltonian, a function of Lagrangian, adjoint vector and system dynamics is defined as

H(x, u, t)
△
= L(x, u, t) + λTf(x, u, t) (3.5)

The terminal state constraint is given by

Ψ(x(tf ), tf ) = 0 (3.6)

Now the augmented performance index can be written as

Ja = Υ(xf , tf ) + υTΨ(x(tf ), tf ) +

∫
(H(x, u, t)− λT ẋ)dt (3.7)

Now calculus of variation formulation is used to minimize the augmented cost function
[22]. In the ascent phase the fuel has to be optimized at the terminal states, thus in guidance
optimal formulation only the final weighing function Υ is used and no weight function, L
based on current state is used. Hence it is a problem of Mayer i.e. function of system at
terminal time tf . The calculus of variation formulation is used to minimize the performance
index, its derivative is set to zero at t = tf . Since x(t) is a continuous function of time,
dx(t) and dt are not independent. For the fixed final state problem dx(tf ) = 0 and terms
with dt are considered. For fixed final time problem dtf = 0 and terms associated with
dx(tf ) are considered. From this optimal conditions derived are

State equation : ẋ =
dH

dλ
= f t > t0 (3.8)

Co-state equation : λ̇ = −dH
dx

=
dfT

dx
λ t < tf (3.9)

Stationary equation : 0 = −dH
du

=
dfT

du
λ (3.10)
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Boundary condition : x(t0) given

(Υx +ΨT
xυ − λ)Tdx(tf ) = 0

(3.11)

3.3 Problem Definition

In the air-breathing phase of ABSLV, vehicle body axis frame is selected such that side slip
angle is assumed to be zero. This is ensured through the controller by commanding the side
slip angle to zero. Hence the vehicle will always be placed in a symmetrical plane, plane
formed by the body axis I⃗b and the earth relative velocity vector Vr as in Figure 3.1.

cosα = Ib.IVr sinα = ∥IVr × Ib∥ (3.12)

Figure 3.1: Direction of forces and relative velocity acting on the vehicle

Guidance problem for ascent phase is to find the body axis orientation I⃗b with time
which determines the direction of aerodynamic forces and thrust optimally.
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3.3.1 Optimal Formulation

For the ascent trajectories performance index is chosen in such a way to minimize the fuel
consumption thus maximizing the payload.

J = −m(tf ) (3.13)

The states considered are position, velocity and mass of the vehicle,the state equations in
ECI frame system are given by

˙⃗rI = V⃗I (3.14)

˙⃗
VI = g⃗(r⃗I) +

T I⃗b
m

+
A⃗

m
+
N⃗

m
(3.15)

ṁ =
T

G0Isp
(3.16)

where g⃗ is acceleration due to gravity, A⃗ is the axial force, N⃗ is the normal force and I⃗b is
the unit vector defining vehicle body axis. The Hamiltonian is defined as

H = P⃗r
˙⃗rI + P⃗v

˙⃗
VI + Pmṁ (3.17)

H = P⃗ T
r V⃗I + P⃗ T

v [−
1

r3
r⃗I

+ (T − A)I⃗b +NI⃗n]− Pm
T

G0Isp

(3.18)

where Pr and Pv are co-state vectors for position and velocity states and Pm is the co-state
scalar for mass. From this co-state equations are

Ṗr =
∂H

∂r⃗I
=

1

r3
Pv −

3Pvr⃗I
r5

r⃗I

− P T
v I⃗b
m

(
∂T

∂r⃗I
− ∂A

∂r⃗I
)− P T

v I⃗n
m

∂N

∂r⃗I

− N

m

∂I⃗b
∂r⃗I

Pv +
Pm

G0

(
∂T

∂r⃗IIsp
+ T

∂I−1
sp

∂r⃗I
)

(3.19)
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Ṗv =
∂H

∂V⃗I
= −Pr −

P T
v I⃗b
m

(
∂T

∂V⃗I
− ∂A

∂V⃗I
)

− P T
v I⃗n
m

∂N

∂V⃗I
− N

m

∂I⃗b

∂V⃗I
Pv

+
Pm

G0

(
∂T

∂V⃗IIsp
+ T

∂I−1
sp

∂V⃗I
)

(3.20)

Ṗm =
∂H

∂m
= −P

T
v I⃗b
m

(
∂T

∂m
− ∂A

∂m
)

− P T
v I⃗n
m

∂N

∂m
+
PmI

−1
sp

G0

(
∂T

∂m
)

(3.21)

Applying maximum principle to Hamiltonian

∂H

∂I⃗b
= 0 (3.22)

The optimal control I⃗∗b lies in the symmetric plane where Pv and Vr lies as slide slip angle
is zero as shown in Figure 3.2 . Let

Figure 3.2: Plane containing relative velocity and velcoty co-state vector
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cosχ = I⃗TPv
I⃗Vr (3.23)

where IPv and IVr are the unit vectors in the direction of Pv and Vr and χ is the angle
between Pv and Vr. The following relationship can be made from the above figure

I⃗Tb P⃗v = Pv cos(χ− α) (3.24)

I⃗Tn P⃗v = Pv sin(χ− α) (3.25)

Using these relations Hamiltonian can be written as

H = P⃗ T
r V⃗ − 1

r3
P⃗ T
v r⃗ + (T − A)P⃗ T

v I⃗b +NP⃗ T
v I⃗n − Pm

T

G0Isp

= P⃗ T
r V⃗ − 1

r3
P⃗ T
v r⃗ + (T − A)Pv cos(χ− α)

+NPv sin(χ− α)− Pm
T

G0Isp

(3.26)

Maximizing the Hamiltonian with respect to I⃗b is equivalent to maximizing with respect to
alpha.

∂H

∂α
= 0 (3.27)

gives

tan(χ− α)(T − A+Nα)− (Aα − Tα +N)

− Pm

PvG0Isp
Tα sec(χ− α) = 0

(3.28)

With the known values of co-states, the above equation is solved numerically using iterative
algorithm for the optimum alpha satisfying the path constraints on angle of attack and
dynamic pressure.

3.3.2 Path Constraints

In order to fly the vehicle in a safe corridor , the following path constrains are considered.

• Dynamic pressure constraint Q = 1
2
ρV 2

r : To avoid excessive structural loading and
heating of the vehicle
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• angle of attack α

• the product of dynamic pressure and angle of attack Qα

Usually the product of dynamic pressure and angle of attack can sufficiently represent all
the above path constrains. Let Qαmax represent the upper limit on the product of dynamic
pressure and angle of attack, then the constraint can be represented as

S = Qα−Qαmax ≤ 0 (3.29)

3.3.3 Terminal Constraints

The final conditions at the end of scramjet engine shut off are the states - altitude, velocity,
flight path angle x(tf ) = [r∗f , v

∗
f , γ

∗
f ] and the inclination i∗ for representing the sub orbit

that can be achieved. The final conditions can be represented as

Ψ1 =
1

2
r⃗Tf r⃗f −

1

2
r∗f

2 = 0

Ψ2 =
1

2
V⃗ T
f V⃗f −

1

2
V ∗
f
2 = 0

Ψ3 = I⃗Tn (r⃗f × V⃗f − ∥r⃗f × V⃗f∥ cos i∗ = 0

Ψ4 = r⃗f V⃗f − r∗fV
∗
f sin γ∗f = 0

(3.30)

3.3.4 Transversality Conditions

The optimal solution must meet the following transversality conditions.

P⃗r(tf ) = −∂Υ(r⃗f , V⃗f ,mf , tf )

∂r⃗f
+

(
∂Ψ⃗

∂r⃗f

)T

υ⃗ (3.31)

P⃗V (tf ) = −∂Υ(r⃗f , V⃗f ,mf , tf )

∂V⃗f
+

(
∂Ψ⃗

∂V⃗f

)T

υ⃗ (3.32)

P⃗m(tf ) = −∂Υ(r⃗f , V⃗f ,mf , tf )

∂m⃗f

+

(
∂Ψ⃗

∂m⃗f

)T

υ⃗ (3.33)
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H(P⃗r, P⃗V , Pm, r⃗
∗, V⃗ ∗,m∗, I⃗∗b , t) |tf=

∂Υ

∂tf
(3.34)

where υ⃗ ∈ Rek is a constant multiplier and the final condition (3.11) is used for problems
where final time is not specified. Substituting the equations for Υ and Ψ from (3.13) and
(3.30) we get co-state values at terminal point as

P⃗r(tf ) = υ1r⃗f + υ3[V⃗f × I⃗n −
V⃗f × h⃗f

∥ r⃗f × V⃗f ∥
cos i∗] + υ4V⃗f (3.35)

P⃗V (tf ) = υ2V⃗f + υ3[I⃗n × r⃗f −
r⃗f × h⃗rf

∥ r⃗f × V⃗f ∥
cos i∗] + υ4r⃗f (3.36)

Pm(tf ) = 1 (3.37)

The unknown constant vector υ can be eliminated using the terminal constraints and transver-
sality conditions. Defining h⃗f = r⃗f × V⃗f , the following conditions we get

(V⃗ T
f V⃗f )(r⃗

T
f P⃗Vf

)− (r⃗Tf r⃗f )(V⃗
T
f P⃗rf )− (V⃗ T

f r⃗f )[r⃗
T
f P⃗rf − V⃗ T

f P⃗Vf
] = 0 (3.38)

−h⃗Tf P⃗rf [⃗h
T
f (I⃗n × r⃗f )] + h⃗Tf P⃗Vf

[⃗hTf (V⃗f × I⃗n)] = 0 (3.39)

Pm(tf )− 1 = 0 (3.40)

Above three conditions combined with four terminal constraints forms the seven terminal
boundary conditions. Thus the ascent phase optimal control problem with path and terminal
constraints is transformed to TPBVP with state , co-state variables, initial conditions and fi-
nal terminal boundary conditions. Define x = [rT , V T ,mT ]T as states, P = [P T

r , P
T
V , Pm]

T

as co-states, y = [xT , P T ]T ∈ Re14 the TPBVP equations can be represented as

ẏ = f(t, y)

B0(y0) = 0

Bf (yf ) = 0

(3.41)
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where B0 = 0 is the initial conditions at t = t0 and Bf = 0 are the seven terminal
conditions.

3.3.5 Gauss Pseudo-spectral Method

The ascent phase TPBVP is non linear and complicated and cannot be solved using an-
alytical method. Gauss pseudo-spectral method [82], [83], [84], [85] is one of the best
method available in literature to solve this problem without compromising for accuracy
and efficiency. This method consists of

1. First the unknown state variables y = [xT , P T ]T is discretized at required grid points
called Legendre-Gauss points,

2. State time history is then approximated by global Lagrange interpolation polynomials
structured by discrete states y(t) =

∑N
i=0 Y (t)L(t),

3. Discretize the differential equations using finite difference method and are solved
using efficient numerical method.

3.3.5.1 Time Domain Transformation

The grid points are shifted to Legendre-Gauss points by mapping the physical domain
t ∈ [t0, tf ] to computational domain τ ∈ [1,−1] using the following affine transformation

τ =
2t− (tf + t0)

tf − t0
(3.42)

After transformation τ becomes independent variable with τ = −1 corresponds to t0 and
τ = 1 corresponds to tf . The differential equation(3.41) transforms to

dy(τ)

dτ
=

(tf − t0)

2
f(τ, y(τ))

B0(y(−1)) = 0

Bf (y(1)) = 0

(3.43)
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3.3.5.2 Approximation of Differential Equation Using Lagrange Interpolation Poly-
nomials

State variables are approximated by interpolating Lagrange basis function with the states
of N Legendre-Gauss points.

y(τ) ≈ Y (τ) =
N∑
i=0

Y (τi)Li(τ) (3.44)

where the Lagrange polynomial is given by

Li(τ) =
N∏
j=0
j ̸=i

(τ − τj)

(τi − τj)
i = 0, 1, ..., N (3.45)

We can approximate the derivative of state variables by derivative of its polynomial ap-
proximation. Differentiating (3.44) gives 12N algebraic equations

˙y(τ) ≈ ˙Y (τ) =
N∑
i=0

Y (τi) ˙Li(τ) =
(τf − τ0)

2
f(τk, Yk)

Ek =
N∑
i=0

DkiYi −
(τf − τ0)

2
f(τk, Yk) = 0, k = 1, ..., N (3.46)

where Dki is a constant matrix given by

Dki = ˙Li(τk) =
N∑
i=0

∏N
j=0
j ̸=i,l

(τk − τj)∏N
j=0
j ̸=i,l

(τi − τj)
(3.47)

The initial boundary condition is B0 and the final boundary condition Bf can be approxi-
mated by Gauss quadrature formula

Yf = Y0 +
(τf − τ0)

2

N∑
k=1

wkf(τk, Yk) (3.48)

Using Equation (3.46), f(τk, Yk) is substituted by DkiYki to get

Yf = Y0 +
N∑
k=1

N∑
i=0

wkDkiYi (3.49)
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Using Yf the terminal boundary conditionsBf = 0 can be computed. DefineE0 = [B0, Bf ]

and using Equation (3.46), the TPBVP is transformed to algebraic equations

E(Yi) = 0, i = 0, 1..., N (3.50)

with roots (Y T
0 , Y

T
1 , ....Y

T
N )T ∈ Re12(N+1).

3.3.5.3 Numerical Method

The transformed TPBVP equations are solved using Modified Newton method which con-
verges fast and has got quadratic order of convergence. However convergence to the solu-
tion cannot be guaranteed from arbitrary initial point and has to be sufficiently close to the
solution. Initial guess for altitude and velocity co-state vectors are made from the vacuum
solution of the rocket equation using constant thrust as mentioned in Appendix C. From the
transversality condition Pm(tf ) = −1 initial value of Pm is computed by back propagation
of Ṗm equation with time. Starting from the initial guess X0 the search direction dj in the
jth can be given by

dj = −
(
∂E(Y )

∂Y

∣∣∣∣
Y=Yj−1

)−1

E(Yj−1), j = 1, 2.... (3.51)

where j denotes the jth iteration and the update on Yj is given by

Yj = Yj−1 + σjdj, 0 < σj ≤ 1 (3.52)

the step size parameter σj begins with 1 and is halved till the following condition is met.

σj = max
0≤i

{
1

2i

∣∣∣∣ET (Yj−1) +
∆Yj
2i

)ET (Yj−1) +
∆Yj
2i

) < ET (Yj−1)E(Y j − 1)

}
(3.53)

Here ∥E(Yj)∥ is monotonically converging and is achieved when ∥E(Yj)∥ is less than
specified tolerance band. The Jacobian matrix (∂E

∂Y
) is computed using finite difference

approach. In finite difference approach functions can be evaluated by algebraic equation
otherwise the analytical computation of Jacobian matrix is complex as it involves second
order partial derivatives. For the boundary condition Jacobian can be determined analyt-
ically. For the initial boundary condition E0(Y0) = B0(Y0) = 0, the Jacobian matrices
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are

∂E

∂X0

= is 7× 7 identity matrix (3.54)

∂E

∂P0

= = is 7× 7 zero matrix (3.55)

and the final boundary condition is E0(Yf ) = B0(Yf ) = 0, the Jacobian matrices are

∂E

∂Xf

=



r⃗f 0 0

0 V⃗f 0

V⃗f × I⃗n − V⃗f×h⃗f

h⃗f
cos(i) −r⃗f × I⃗n +

r⃗f×h⃗f

h⃗f
cos(i) 0

V⃗f r⃗f 0

V⃗ 2
f P⃗vf + V⃗f (r⃗

T
f P⃗rf )+ r⃗2f P⃗rf + r⃗f (r⃗

T
f P⃗rf )−

P⃗rf (V⃗
T
f r⃗f )− V⃗f (V⃗

T
f P⃗vf ) r⃗f (V⃗

T
f P⃗vf )− P⃗vf (V⃗

T
f r⃗f ) 0

C⃗1 C⃗2 0

0 0 0


(3.56)

∂E

∂Pf

=



0 0 0

0 0 0

0 0 0

0 0 0

−r⃗2f V⃗f + r⃗f (V⃗
T
f r⃗f ) V⃗ 2

f r⃗f − V⃗f (V⃗
T
f r⃗f ) 0

(⃗hf (r⃗f × I⃗n))⃗hf (⃗hTf (V⃗f × I⃗n))⃗hf 0

0 0 1


(3.57)

where C⃗1 and C⃗2 is given as

C⃗1 = (⃗hTf P⃗rf )(I⃗n × h⃗f + V⃗f × (r⃗f × I⃗n)) + (⃗hTf (r⃗f × I⃗n))(V⃗f × P⃗rf )

+ (⃗hTf P⃗vf )(V⃗f × (V⃗f × I⃗n)) + (⃗hTf (V⃗f × I⃗n))(V⃗f × P⃗vf )
(3.58)

C⃗2 = (⃗hTf P⃗vf )(I⃗n × h⃗f + (V⃗f × I⃗n)× r⃗f ) + (⃗hTf (V⃗f × I⃗n))(P⃗vf × r⃗f )

+ (⃗hTf P⃗rf )((r⃗f × I⃗n)× r⃗f ) + (⃗hTf (r⃗f × I⃗n))(P⃗vf × r⃗f )
(3.59)

52



The TPBVP is solved as a fixed final time problem but the actual ascent guidance is free
final time problem. To tackle this here initially trajectory is solved for a fixed final time tf1
and Hamiltonian H(tf1) is computed at this time. Then the time is perturbed by a value δ
and trajectory is solved for the fixed time tf2 = tf1 + δ and the new Hamiltonian H(tf2)

is computed. Now the final time tf which satisfies the tranversality conditions is computed
using the secant method.

tfk+1
= tfk +

tfk − tfk−1

H(tfk)−H(tfk−1
)
H(tfk) k = 1, 2, ...n (3.60)

where n is such that |H(tfn)| < ϵ The number of nodes are selected in such way to get
sufficient level of accuracy with minor number of nodes.

3.4 Results and Discussions

Guidance equations are solved to compute the commanded angle of attack to steer the
vehicle in the optimal path to minimize the fuel. Guidance commands are computed in
every 100ms and the controller is solved in every 20ms. The specified terminal conditions
at the engine cut off of air-breathing phase are summarized in Table 3.1. The path constraint
of Qα is considered and the initial conditions corresponding to initial vertical ascent are
given in Table 2.1.

Table 3.1: The terminal conditions of the air-breathing phase

Parameters Terminal condition Unit

Altitude 40000 m
Velocity 3085 m/s
Flight path angle 6.2 deg
Mach 9.0 -

Comparison of the closed loop results with that of open loop results are shown Fig-
ure 3.3 and Figure 3.4. Simulation results shows that time required to achieve the target
conditions in closed loop run is 64s. Twenty five nodes are used in Gauss pseudo-spectral
method. Optimal alpha profile demanded by the closed loop guidance generates more thrust
so that the terminal pill box conditions are achieved at the computed time to go tf . The
maximum rate of commanded angle of attack less than 1.75deg/s against the design limit
of 2deg/s. The initial angle of attack demanded is high upto 20s, correspondingly thrust is
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maximum as Isp is a function of angle of attack. The initial dip in altitude is not seen as the
thrust is sufficient to overcome the gravity effect. The dynamic pressure builds to maximum
during this zone, not touching maximum limit of Qmax. As the altitude increases, density
decreases and the optimal angle of attack reduces. Hence thrust is gradually reduced, as
result the dynamic pressure also decreases. Afterwards optimal angle of attack gradually
increased and maintained around 9deg to achieve the terminal pill box conditions.

Figure 3.3: Closed loop simulation results with ideal control: Altitude, Velocity and Angle
of attack

3.5 Summary

In this chapter, ascent guidance algorithm is developed for air-breathing phase of hyper-
sonic launch vehicle using mass as one of the varying states along with altitude and veloc-
ity. This handles the thrust variation during the air sucking phase along with aerodynamic
forces in generating an optimal trajectory with angle of attack as the control variable. The
complex TPBVP is solved using Gauss pseudo-spectral approach by which the differential
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Figure 3.4: Closed loop simulation results with ideal controller :Thrust,Weight and Dy-
namic Pressure

equations are discretized at the required nodal points without compromising for accuracy
and efficiency. The transformed TPBVP is solved using Modified Newton method which
has got second order convergence rate. In this approach 6D trajectory is used for guidance
design, thus the effect of aerodynamic forces due to trim control deflection is considered
for optimal control command computation.
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Chapter 4

Integrated Controller Design

4.1 Introduction

The control design for ABSLV is highly challenging due to highly coupled dynamics be-
tween different subsystems. Temperature induced stiffness vibration impact on structural
dynamics which in turn affects aerodynamic properties. The vibration of the fuselage
causes difference in the pressure distribution over the foreward body which in turn manifest
as thrust, lift, drag and pitching moment perturbations. Compensating for these structural,
aerodynamics and propulsion effects high fidelity modeling and accurate control laws are
warranted. Controller for the highly interacting dynamics of ABSLV should handle the
coupling aspects of various dynamics and should provide stability and robustness for pa-
rameter uncertainties.

4.2 Control Design Model

For the controller design, a simplified control design model model has been developed
by substituting the aerodynamic forces, moments and thrust with curve fitted equations
[]. Scramjet engine model produces the thrust which depends on the vehicle states h, V ,
α and the control input-equivalence ratio Φ. The thrust in the control design model is
approximated as,

T ≈ QS(CT,Φ(α)Φ + CT,Ad
(α)Ad + CT,0(α) + CT,η(α)η) (4.1)

where η is the flexibility states and is neglected. Since the diffuser area ratio-Ad is not an
independent control variable, its value is set atAd = 1. Now the thrust mapping polynomial
is approximately cubic in α and each coefficient of the polynomial is linear function of Φ.
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Thus thrust is approximated as

T ≈ QS[Cα3

T α3 + Cα2

T α2 + Cα
Tα + C0

T ]

≈ Tα(α) + TΦΦ
(4.2)

where

Cα3

T = κ1Φ + κ2, Cα2

T = κ3Φ + κ4,

Cα
T = κ5Φ + κ6, C0

T = κ7Φ + κ8

The coefficients κi vary with dynamic pressure Q and altitude h, but their variation is vey
slow compared to changes in Φ and α and are assumed to be constant for control design.
These constants are fine tuned by matching with thrust-time profile used for simulation as
shown in Figure 4.1.

Figure 4.1: Thrust from simulation Vs Thrust from control model

The expression for lift and drag forces and moments are computed similarly.

L = QSCL(α, δe, δru, δc)

D = QSCD(α, δe, δru, δc)

M = zTT (α,Φ) +QSCM(α, δa, δru, δe, δc)

(4.3)
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The integration of the scramjet engine and air-frame makes the thrust to directly affect
the pitching moment. The pitching moment M contains the term zTT to account for the
pitching moment generated by the under slung scramjet engine. zT is the thrust to moment
coupling constant shown in Figure 1.2 and

CM = Cα2

M α2 + Cα
Mα + Cδe

Mδe + Cδru
M δru + Cδc

Mδc + C0
M

CD = Cα2

D α2 + Cα
Dα + Cδe

D δe + Cδru
D δru + Cδc

D δc + C0
D

CL = Cα
Lα + Cδe

L δe + Cδru
L δru + Cδc

L δc + C0
L

(4.4)

The above aero-coefficients are functions of Mach, angle of attack and deflection of control
surfaces. They are computed from the aerodynamic data base of the winged cone model (as
shown in Appendix B) used for the study. Similarly lateral dynamics moment coefficients
are also computed.

4.3 Control Philosophy

The integrated controller designed in this work considers both the rotational states (angle of
attack, side slip angle, pitch/roll angles and body rates in pitch/yaw/roll) and translational
states (velocity as horizontal translational state and flight path angle as vertical translational
state). The controller is a combination of a) an attitude controller with longitudinal and
lateral states which controls the aerodynamic angles and rates through aerodynamic control
surfaces b) a velocity controller for tracking the optimal velocity profile by modulating
the thrust of the vehicle through fuel equivalence ratio and c) an altitude-flight path angle
controller for tracking the flight path angle command required for the altitude dynamics
through canard. Thus the Integrated Controller consists of

1. Attitude controller: The attitude dynamics of launch vehicles consists of longitu-
dinal and lateral dynamics [86]. The yaw and roll is highly coupled in the vehicle
through aero dynamic coefficients both for the basic vehicle and aerodynamic control
surface [87]. Kinematic coupling exists between longitudinal and lateral dynamics.
The trajectory of the vehicle demands high dynamic pressure and angle of attack
during the ascent phase which causes significant coupling between lateral and longi-
tudinal dynamics [88] [8]. The attitude dynamics are

q̇ =
My

Iyy
(4.5)
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θ̇ = q cosϕ− r sinϕ (4.6)

α̇ = −L+ T sinα

mV
+ q +

g

V
cos γ (4.7)

ṙ =
Mx

Izz
(4.8)

β̇ =
Y sin β

mV
+ p sinα + r cosα +

g

V
sinϕ cos θ (4.9)

ṗ =
Mz

Ixx
(4.10)

ϕ̇ = p+ q tan θ sinϕ+ r tan θ cosϕ (4.11)

The above vehicle states are grouped into longitudinal states with angle of attack,
pitch angle, pitch rate, lateral states with side slip angle, yaw rate, roll angle, roll
rate, vertical translational states with velocity and horizontal translational states with
altitude, flight path angle. These states are simultaneously controlled so that all cou-
pling issues can be properly addressed.

2. Velocity Controller : In the horizontal translational dynamics, the reference veloc-
ity is achieved by controlling the vehicle’s thrust through equivalence ratio Φ. The
velocity of the vehicle is given by

V̇ =
(Tα(α) + TΦΦ) cosα−D

m
− g sin γ (4.12)

Velocity is commanded to follow the optimal trajectory adjusting Φ.

3. Altitude-flight Path Angle Controller: In the vertical translational motion, the ref-
erence altitude profile is achieved by controlling the flight path angle through canard.
For the altitude to perfectly track the reference trajectory, a flight path angle reference
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command is generated from altitude-flight path angle dynamics.

ḣ = V sin γ (4.13)

γ̇ =
L+ T sinα

mV
− g

V
cos γ (4.14)

The tracking error in altitude dynamics is given by

˙̃h = V sin γ − ḣc ≈ V γ − ḣc (4.15)

where hc is the commanded altitude. Using small angle approximation sin γ ≈ γ,
which is valid for the entire trajectory, the flight path angle command is generated as

γc = −kγh̃+ ḣc/V (4.16)

where kγ > 0 is the gain parameter

The entire control design model [89] is described by the following equations

ṗ = lpp+ lqq + lrr + lββ + lδaδa + lδrδr

q̇ = mqq +mαα +
zTTα(α)

Iyy
α +mδeδe +

zTTΦ(α)

Iyy
Φ

ṙ = npp+ nqq + nrr + nββ + nδaδa + nδrδr + nδeδe

α̇ = q − zαα− Tα(α)

mV
α− zδeδe −

TΦ(α)

mV
Φ

β̇ = yββ + p sinα0 − r cosα0 + yδrδr

ϕ̇ = p+ r tan θ0

θ̇ = q

γ̇ = zαα +
Tα(α)

mV
α + zδcδc +

TΦ(α)

mV
Φ

V̇ =
Tα(α)

m
− xαα− gγ + xδeδe +

TΦ(α)

m
Φ

ḣ = V sin γ

(4.17)

where li, mi and ni are the moment coefficients in pitch, yaw and roll ie li =
∂l/∂i
Ixx

, i can
take the values p, q, r, α, β, δa, δe, δr, δc and l = Mz is the total moment in roll. Similarly,
xi, yi and zi are the force coefficients in x, y and z axis ie yi =

∂Y/∂i
mV

, i can take the values
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α, β, δe, δr, δc and Y is the total force in y-axis. The δa, δr, δe, and δc are the control inputs
to ailerons, rudder, elevons and canard respectively. Here lδa = (lδeL − lδeR)/2 is the rolling
moment coefficient of aileron and nδa = (nδeL − nδeR)/2 is the yawing moment coefficient
of aileron by the differential deflection of right and left elevons. Similarly mδe = (mδeL +

mδeR)/2 is the pitching moment increment coefficient of elevon and V is the velocity of
free stream. The five control inputs u(t) = [δa δr δe δc Φ] - deflection angle of aileron,
rudder, elevon, canard, and fuel equivalence ratio respectively - affect the states through
aerodynamic and propulsive forces. The design approach uses state feedback to achieve
decoupling augmented with classical controller in each channel to meet desired tracking
performance and stability margins.

4.3.1 Control Objective

The control philosophy is to simultaneously control the longitudinal, lateral and transla-
tional states to follow the reference trajectory without defining any authority to a particular
state. The attitude controller has to track the angle of attack through elevons by controlling
the pitching moment and to regulate the side slip angle and roll angle to zero by differential
deflection of elevons. The velocity controller force the vehicle velocity to the reference ve-
locity profile through the fuel equivalence ratio by modulating the thrust. Altitude dynamics
is controlled through flight path angle by suitably generating the γc from the reference alti-
tude profile. The role of the canard is to decouple lifting force from pitching moment thus
making the system minimum phase w.r.t γ, enforce equilibrium through trim profile and
also provides a partial stabilizing action. Control limitations are not included explicitly in
the design but are honored in the control law implementation by limiting the control effort.
The control limitations considered in this study are

• aerodynamic control surface defections - δe, δru, δc ∈ [60deg − 60deg]

• fuel equivalence ratio - Φ ∈ [0.5 4].

To achieve the above objectives a hybrid controller is designed which blends the state feed-
back and classical controller philosophy to handle the coupling between longitudinal and
lateral dynamics as well as translational and rotational dynamics of air breathing vehicle.
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4.4 Control Law development - Hybrid Control Law

Strong coupling exists between lateral and longitudinal dynamics through aerodynamic
control surfaces and between longitudinal and translational states through propulsion and
aerodynamics. All the control surfaces work together to handle the aero-propulsive cou-
plings and parameter uncertainties. In this study an integrated multi input multi output
control law is developed using input/output decoupling with state feedback augmented with
classical controller. Thus the hybrid controller, which is a combination of decoupling and
classical controllers addresses the above coupling issues and provides the required stabil-
ity margins. Decoupling controller consists of forward and feedback gains to decouple
the states. Then classical controller developed in each channel (angle of attack, velocity,
flight path angle, side slip angle and roll angle), is the Proportional Integral Derivative(PID)
controller with compensator to improve tracking performance and stability margins. The
hybrid controller structure is shown in Figure. 4.2.

Figure 4.2: Integrated controller architecture

4.4.1 Decoupling Controller Design

Decoupling [90] is primarily used to control the desired output variables using separate
command inputs [91] [92]. The class of non linear time variant plant is defined by

ẋ = A(t)x(t) +B(t)ν(t)
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y = C(t)x(t) (4.18)

where x(t) ∈ Rn is the state vector, ν(t) ∈ Rm is the control vector and y(t) ∈ Rp is the
output vector. A ∈ RnXn, B ∈ RnXm, C ∈ RpXn are assumed to be continuous with time
and have partial derivatives everywhere in x. Complete input-output decoupling is achieved
through a state feed back control law

ν(t) = K(t)x(t) + F (t)ω(t) (4.19)

where K(t) ∈ RmXn and F (t) ∈ RmXm and ω(t) is the new control vector. The closed
loop system CL(x)(A,B,C,K, F )

ẋ = (A+BK)x(t) +BGω(t)

y(t) = Cx(t) (4.20)

is said to be decoupled if

1. there exists ith output vector to be controlled by ith input vector i ∈ (1..m)

2. any jth output is not influenced by any ith input for i, j ∈ (1..m)j ̸= i

Define

ACi(x) =
∂Ci(x)

∂x
A(x) (4.21)

BAjCi(x) = (
∂AjCi(x)

∂x
)B(x) (4.22)

To achieve input-output decoupling and linearization, take the successive derivative of yi(t)
until input appear in the resulting derivative.

yji =

AjCi(x) = AAj−1Ci(x) j = 0, 1...di

AjCi(x) +BAj−1Ci(x) j = di + 1
(4.23)
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There exists a non negative integer di

di =

min k,BAkCi(x) ̸= 0 k ∈ (0, 1...n− 1)

n− 1, BAkCi(x) = 0 i ∈ (1..n)
(4.24)

The necessary and sufficient condition for the a state feedback control law to achieve input
output decoupling is that there exist

D =


BAdiC1(x)

.

.

BAdmCm(x)

 (4.25)

such that D is non singular for the control to be bounded. Define

A∗ =
[
Adi+1C1(x), . . Adm+1Cm(x)

]
(4.26)

The decoupling control law is given by

ν = D−1(x)(−A∗(x) + ω) (4.27)

where K = D−1(x)(−A∗(x) is the feed back gain and F = D−1(x) is the feed forward
gain used to decouple the system in pitch/yaw/roll channel.

4.4.2 Classical Controller Design

Trim profile for the static equilibrium is generated for the aerodynamic data of the winged
cone vehicle model. For the trim deflection of the control surface, aerodynamic moment
and force increment coefficients for the control surfaces and aero-coefficients for basic
vehicle are generated along trajectory. With these aero-coeffcients and vehicle parameters,
controller is solved at 20ms periodicity to compute decoupling gains through state feed
back. Then PID controller and compensator are designed in each input-output channel
to improve tracking performance and stability. The design specifications taken in each
channel for classical controller design are given in Table 4.1.

Second order actuators(6Hz with 0.7damping) and sensors(12Hz with 0.7damping) are
considered for the design. Then classical PID controller with compensator designed to get
the tracking performance and stability margins. Roll off filters are used to suppress the high
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Table 4.1: Design specifications of the controller

Channel Bandwidth(rad/s) Damping

Alpha 4 0.7
Beta 3 0.7
Roll 3 0.7
Velocity 1 1
Flight path angle 1 1

frequency components and lag lead filters are used to improve the stability margins. The
frequency response and step response plots of the controller in each channel are given in
Figure 4.3 and Figure 4.4. For the attitude controller, step command is given to α channel
and β and ϕ are commanded to zero. To decouple the system rudder is demanded to 0.2deg.

Figure 4.3: Nyquist plot of the controller in Pitch/Yaw/Roll channel at 60s
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Figure 4.4: Step response of attitude controller in Pitch/Yaw/Roll channel

4.5 Results and Discussions

For the actual control trajectory simulations, the hybrid controller is integrated in 6D sim-
ulator and response of the vehicle to the commanded angle of attack, velocity and flight
path angle from reference trajectory is assessed. The response of the longitudinal states of
the vehicle is shown in Figure 4.6 and that of lateral dynamics is shown in Figure 4.7. The
altitude,velocity and angle of attack are tracking perfectly. The yaw and roll rate build up
in response to alpha command tracking is negligible as decoupling gains nullifies the effect
of coupling terms. Design robustness against parametric perturbations is demonstrated in
Figure 4.8. The following cases are simulated

• Case 1 : Aerodynamic disturbance coefficient mα is perturbed up by 20%

• Case 2 : Control effectiveness of aerodynamic control surfaces are reduced by 20%

• Case 3 : Both aero-disturbance coefficient is perturbed up by 20% and control effec-
tiveness perturbed down by 20%.

In all the three cases the decoupling and classical controllers’ parameters are not changed
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Figure 4.5: Trajectory simulation results with controller:Longitudinal dynamics

and the plant parameters are perturbed to get reduced control effectiveness and aero distur-
bance. The tracking error in α is building in the three cases (upto 7deg in case 3) around
48s and is controlled to less than 2deg at the terminal state. The end conditions are met with
error in altitude less than 400m , in velocity less than 186m/s and in flight path angle of the
order of 0.37deg for case 3, maintaining the stability of the vehicle. Limiting parametric
perturbation study shows that the vehicle can tolerate a combined perturbation of mα up
by 40% and control effectiveness of aero surface down by 20% ensuring the stability of the
vehicle.

4.6 Summary

In this chapter, hybrid controller is developed for air breathing phase of hypersonic launch
vehicle using input-output decoupling based on state feedback augmented with classical
controller for improved robustness. Control model considers rotational (both longitudinal
and lateral dynamics) and translational states simultaneously so that all the couplings be-
tween the states are properly addressed in the control law. It has been demonstrated through
simulation that integrated control law tracks the reference trajectory with precise tracking
performance and the limit of perturbation that the controller can handle.
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Figure 4.6: Trajectory simulation results with controller:Longitudinal dynamics

Figure 4.7: Trajectory simulation results with controller:Lateral Dynamics
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Figure 4.8: Simulation results with parameter perturbations against nominal flight; Case
1 : Aerodynamic disturbance coefficient mα is perturbed up by 20%; Case 2 : Control
effectiveness of aerodynamic control surfaces are reduced by 20% ; Case 3 : Both aero-
disturbance coefficient is perturbed up by 20% and control effectiveness perturbed down
by 20%

70



Chapter 5

Adaptive Guidance and Control Law Aug-
mentation to Integrated Controller

5.1 Introduction

Design of the adaptive control and guidance for an air breathing vehicle in ascent phase
is different from conventional control problems due to strong coupling between differ-
ent subsystems and the possible presence of unmodeled dynamics during scram-jet opera-
tion. Usually the adaptive control laws [93] are applied to systems having time-invariant or
slowly time-varying disturbance and dynamics, but in air breathing vehicle the uncertain-
ties associated with are state and time dependent as the system undergo sudden changes
in dynamics. Unmodeled dynamics is also time varying with respect to plant dynamics.
To handle highly time varying dynamics and disturbance, adaptive control without deriva-
tive based update or modification terms are preferable. In derivative free update laws the
designer has the freedom to increase the adaptive gain for fast adaptation without affect-
ing the stability of the overall system. While increasing the adaptive gain the fact to be
considered is that increased control effort demands the deflection of control surfaces. This
can increase the angle of attack at the air intake zone resulting in the dynamic interaction
between aerodynamics and propulsion.

Considering the ascent phase guidance design, due to strong interaction between differ-
ent subsystems and the slender geometry, a narrow vehicle trajectory corridor only exists
in the air breathing phase to meet the high propulsive efficiency, different structural and
thermal constraints and stability. Other than the parameter uncertainties and unmodeled
dynamics, ascent phase flight is susceptible to large initial state errors. Added to this is
the possibility of failure of control power plant or the degraded propulsive performance.
Hence along with adaptive control law, an all-coefficient adaptive predictor-corrector guid-
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ance algorithm is also proposed to reshape the trajectory to meet the terminal conditions
at air breathing phase. Stability analysis of the derivative free adaptive law and predictor-
corrector guidance law is also discussed. The new adaptive control and guidance algorithm
is validated through various parameter perturbations for aerodynamic parameters, control
effectiveness and propulsive parameters and also evaluated the limit of perturbation that
the overall system can handle. Finally, the new scheme’s robustness is demonstrated via
Monte Carlo simulations.

5.2 Adaptive Control Law Augmentation

In the hybrid controller architecture detailed in the previous chapter, the longitudinal ro-
tational state - angle of attack (α), horizontal translational state-velocity and the vertical
translational state - flight path angle are tracked to follow the optimal trajectory. The other
rotational states-side slip angle (β) and roll angle (ϕ) are regulated to zero. Control law is
a hybrid control law where input-output decoupling is achieved using state feedback and
then proportional integral derivative (PID) control is used in each channel to improve the
robustness.

An adaptive control law based on derivative free update law is augmented to the existing
controller to handle wide range of parametric uncertainties by tuning the adaption gain
without compromising the stability of the overall system.

The overall system is linearized and considering a second order unmodeled dynamics,
the system is represented as

ẋm(t) = Amxm(t) +Bmu(t) +Hgxg(t) (5.1)

ẋg(t) = Agxg(t) +Hmxm(t) (5.2)

where

xm(t) =
[
p q r α β ϕ θ γ V h

]
T is the modelled state vector

u(t) =
[
δa δr δe δc Φ

]
T is the control input vector

xg(t) = is 2× 1 unmodelled state vector
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Am(t) =



lp 0 0 0 lβ 0 0 0 0 0

0 mq 0 mα 0 0 0 0 0 0

np nq nr 0 nβ 0 0 0 0 0

0 1 0 −(zα + Tα(α)
mV

) 0 0 0 0 0 0

sinα0 0 − cosα0 0 yβ 0 0 0 0 0

1 0 tan θ0 0 0 0 0 0 0 0

0 1 0 0 0 0 0 0 0 0

0 0 0 zα + Tα(α)
mV

0 0 0 0 0 0

0 0 0 Tαα(α)
m

− xαα 0 0 0 −g 0 0

0 0 0 0 0 0 0 Vi−1 0 0



Bm(t) =



lδa lδr 0 0 0

0 0 mδe 0 0

nδa nδr nδe 0 0

0 0 −zδe 0 −TΦ(α)
mV

0 yδr 0 0 0

0 0 0 0 0

0 0 0 0 0

0 0 0 zδc
TΦ(α)
mV

0 0 xδe 0 TΦ(α)
m

0 0 0 0 0


and H10×2

g , H2×10
m and A2×2

g are unknown parameters. The following sections describe the
design methods adopted to improve the robustness for time varying plant parameters and
uncertainties.

5.2.1 Scheduling of Gains

Time slice approach is adopted for the controller design. Linearization approach is ex-
tended to a range of operating points, decoupling gains, proportional and rate gains are
designed at these points during the air breathing phase. The gains are then scheduled with
respect to angle of attack and dynamic pressure to handle the time varying nature of the pa-
rameters during the entire air breathing phase. Decoupling gains which are significant only
are identified and scheduled. The resulting family of linear controllers are implemented
as a single controller whose parameters are changed by monitoring the scheduling vari-
ables. Under ideal conditions when no uncertainties or unmodeled dynamics are present
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the control input ν(t) is given by

ν(t) = −Kxm(α,Q)(xm(t)) + Fω(α,Q)(ω(t)) (5.3)

where Kxm(α,Q) is the nominal gain-scheduled feedback gain, Fω(α,Q) is the feed for-
ward gain and ω(t) is the classical controller output. Similarly, the classical proportional
and rate path gains are also scheduled to increase the robustness of the design.

The difference in the closed loop model of family of parameterized linear model used in
design and actual closed loop non-linear plant about the operating point results in a different
zero location in the closed loop transfer function. The closed loop tracking performance
are already met as the poles of both closed loop systems are same. The transient part of
the step response will be affected by zero location which is thoroughly studied through
exhaustive simulations.

5.2.2 Derivative-free Adaptive Controller

In air-breathing phase of hypersonic vehicle unmodeled dynamics and plant uncertainties
are subjected to fast variation, as system undergo sudden changes in dynamics. Under such
situation usual derivative based adaptive laws (detailed in Appendix D) where constant
weight functions are used to parameterize the uncertainties are not advisable, which may
lead to poor transient response and instability. In this work, along with gain scheduling a
derivative- free adaptive law having time varying weight functions is designed to handle
the unmodeled dynamics and parameter uncertainties.

Consider the gain scheduled plant parameter model for command tracking described by
a set of equation.

ẋt(t) = At(α,Q)xt(t) +Bt(α,Q)c(t) (5.4)

with At > 0, xt(t) is the commanded state and c(t) is uniformly bounded continuous
command.

At(α,Q) = Am(α,Q)−Bm(α,Q)Kxm(α,Q)

Bt(α,Q) = −Bm(α,Q)Fω(α,Q)
(5.5)

where Am(α,Q) and Bm(α,Q) are the gain scheduled system matrix and input matrix
given by Equation 5.1 at scheduled interval. The control input to the plant is modified
continuously to track the reference system in presence of parameter and model uncertainties
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as
u(t) = ν(t) + uada(t) (5.6)

where the adaptive part uada(t) is given by

uada = −ŵT
m(t)µm(xm(t)) (5.7)

After putting the revised control u(t), the Equation 5.1 becomes

ẋm(t) = Am(α,Q)xm(t) +Bm(ν(t) + uada(t)

+ wm
T (t)µm(xm(t))) +Hgxg(t) (5.8)

Further, consider the command tracking plant reference system as per Equation 5.5

ẋm(t) = At(α,Q)xm(t) +Bt(α,Q)c(t)

+Bm(uada(t) + wm
T (t)µm(xm(t))) +Hgxg(t)

(5.9)

where
wm = [0, Bm

−1(At − Am),−Bm
−1Bt]

T (5.10)

is the unknown weight function to estimate the parameter uncertainty and µm(xm(t)) is the
basis function of the form

µm(xm(t))
△
= [µm1(xm1(t)), µm2(xm2(t))..µmn(xmn(t))]

T (5.11)

Instead of using the derivative of weight function, here a time delayed weight function is
used in the update law. Let ŵT

m(t) be the estimate of wm is given by

ŵT
m(t) = Γ1ŵ

T
m(t− ξ) + Γ2µm(xm(t))ε

T (t)PBm(α,Q) (5.12)

where ξ is a time interval to update the weight function which is independent of the control
law interval. P is the positive definite solution of Lyapunov equation given by 0 = AT

t P +

PAt + Q for Q = QT > 0. Γ1,Γ2 are the adaption gains such that 0 <| Γ1 |< 1. It
is proved in [55] that derivative free adaptive law has the freedom to tune ξ and increase
Γ2 which improve robustness to unmodelled dynamics without affecting the closed loop
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performance of the system. Now the derivative of error function becomes

ε̇(t) = ẋt(t)− ˙xm(t) (5.13)

˙ε(t) = At(α,Q)ε(t)

+ (At(α,Q)− Am(α,Q)−Bm(α,Q)K(α,Q))xm(t)

+ (Bt(α,Q)−Bm(α,Q)F (α,Q))c(t) +Bm(α,Q)(uada(t)

+ w̃T
m(t)µm(xm(t))) +Hgxg(t)

(5.14)

where w̃m = wm − ŵm is the weight estimation error.

5.2.3 Stability Analysis

Using the Lyapunov Krasovskii functional as proposed in [55]

V [ε(t),w̃m(t), xg(t)] =
1

2
ε(t)2 +

1

2
xg

2(t)

+
χ∥Bm(α,Q)∥

2

∫ t

t−ξ

w̃m(s)w̃
T
m(s)ds, χ

△
=

1

Γ2ϱ
, ϱ > 1

(5.15)

Differentiating the above equation gives

V̇ [ε(t),w̃m(t), xg(t)] = ε(t)ε̇(t) + xg(t)ẋg(t)

+
χ∥Bm(α,Q)∥

2
[w̃T

m(t)w̃m(t)− w̃T
m(t− ξ)w̃m(t− ξ)]

(5.16)

Rearranging the above equation gives

V̇ [ε(t),w̃m(t), xg(t)] = ε(t)ε̇(t) + xg(t)ẋg(t)

+
χ∥Bm(α,Q)∥

2
[−ςw̃T

m(t)w̃m(t)

+ ϱw̃T
m(t)w̃m(t)− w̃T

m(t− ξ)w̃m(t− ξ)]

(5.17)

where ϱ = 1 + ς , ς > 0. Now from the update law

ŵT
m(t) = Γ1ŵ

T
m(t− ξ) + Γ2µm(xm(t))ε(t)

TPBm(α,Q) (5.18)

Let
Ω = (1− Γ1)wm (5.19)
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Now the Equation.5.16 becomes

V̇ [ε(t),w̃m(t), xg(t)] ≤ −

[
| ε(t) |
| xg(t) |

]T

[
At +

1
2
Γ2 | Bm | −1

2
(| Hm | + | Hg |)

−1
2
(| Hm | + | Hg |) Ag

][
| ε(t) |
| xg(t) |

]

− | Bm | ς
2Γ2ϱ

w̃T
m(t)w̃m(t)

− | Bm | ς
2Γ2ϱ

[1− (ϱ+ υ)Γ2
1]w̃

T
m(t− ξ)w̃m(t− ξ)

+ | Hm || xt(t) || xg(t) | +
| Bm |
2Γ2

(1 + Γ1c)Ω
TΩ

(5.20)

where (ϱ + υ) > 1, c = ϱΓ−1
1 υ−1 with υ > 0 and there always exists a (ϱ + υ) for every

0 <| Γ1 |< 1 such that (1 − (ϱ + υ)Γ2
1 > 0). Since xt(t) is bounded, the fourth term is

linear in xg(t) and the last term is also bounded. Then it follows from Equation 5.20 that(
At +

1

2Γ2

| Bm |
)
Ag >

1

4
(| Hm | + | Hg |)2 (5.21)

is the sufficient condition for closed loop stability. Here the condition in the above equation
not only depends on At but also Γ2, the adaption gain. Generally At detects the bandwidth
of the closed loop system and the robustness to plant uncertainties and unmodelled dynam-
ics can be improved by tuning the gain Γ2. Putting an upper limit on Γ2 guarantees that the
control output is uniformly bounded.

5.3 Predictor-corrector Adaptive Guidance Using an All-
coefficient Adaptive Control Approach

Using adaptive control law augmentation, the integrated controller can handle the aero-
parameter uncertainties and unmodelled dynamics largely and can achieve the terminal
conditions accurately. However, in case of propulsion degradation or control surface satu-
ration, the variation in terminal states may vary largely during the air-breathing phase. To
handle these scenarios, an adaptive guidance algorithm using all-coefficient adaptive con-
trol theory is discussed here. Ascent guidance is an under-driven problem, which uses only
the angle of attack command to achieve the terminal states-velocity, altitude and flight path
angle. Flight path angle command is a derived command from altitude dynamics. In the
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optimal ascent guidance algorithm control command-angle of attack is generated to opti-
mize the fuel, taking velocity, altitude and mass as the state vectors for the optimization
problem [94].

In all coefficient control theory, the complete guidance subsystem is modelled as a com-
bination of different dynamics with specific control performance. The characteristic model
should absorb all the dynamics required to meet the performance objective. In this problem,
a combination of dynamics for velocity, altitude and flight path angle are used to represent
the whole guidance such that the output of these dynamics and that of the complete guid-
ance subsystem is same for the same input. Based on theory of characteristic modeling,
the state output variables- velocity, altitude, flight path angle, the control variable-angle of
attack and derivatives of these variables are bounded. Hence, the dynamics can be approx-
imated by difference equation. The performance index, the system has to achieve and the
easiness of implementation are the criteria for fixing the order of the difference equation for
each dynamics. In order to improve the guidance accuracy, a first order difference equation
is selected for defining each dynamics with control input.

In the present study the design objective is to achieve the terminal states namely altitude
(hf ), velocity (Vf ) and flight path angle (γf ) at the end of the air-breathing phase of the
flight. Now consider the velocity dynamics with control variable-angle of attack. The
algorithm predicts the actual terminal velocity and velocity error ∆V is computed with
desired terminal velocity of the nominal trajectory in each computation cycle. For the
velocity error, the control command modification αadav is computed using all coefficient
theory. The velocity dynamics is represented by a first order difference equation as,

V (j + 1) = gv(j)V (j) + cv(j)αadav(j) (5.22)

where V (j) is the velocity at jth guidance cycle, αadav is the modified part of the control
variable-angle of attack at jth time interval and gv and cv are the time varying parame-
ters. The sum of the coefficients are unity, stating that all the unknown coefficients can be
predicted online and converge to true values. For the first order difference equation since
the unknown parameters is only two, parameter identification is faster. Thus, different low
order discrete system with specific input and output are used to capture the features of the
original higher order system. The time varying parameters gv(j) and cv(j) are bounded.

gv(j) ∈ [gmin, gmax] cv(j) ∈ [cmin, cmax] (5.23)
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A closed convex is defined such that

(gv(j), cv(j)) ∈ Ω (5.24)

where

Ω =

(m1,m2)
T ∈ Re2

m1 ∈ [1−m, 1−m]

m2 ∈ [n, n]
(5.25)

where 1 > m > m > 0, n > n > 0. gv(j) and cv(j) are estimated on-line, using gradient
based projection method. Let ĝv(j) and ĉv(j) be the estimated values of the parameters,
estimated using the recursive least square algorithm. The estimation vector is

ϑ̂(j) =
[
ĝv(j) ĉv(j)

]
(5.26)

and the regression vector is

φ(j) =
[
V (j − 1) αadav(j − 1)

]
(5.27)

Now Equation 5.22 becomes

V (j + 1) = ϑ(j)φ(j)T (5.28)

Estimation of ϑ̂(j) is given by
ϑ̂(j) = ϑ̂(j − 1) + L(j)

[
V (j)− V̂ (j)

]
ϑ̂(j) = πΩ

[
ϑ̂(j)

] (5.29)

where

L(j)T =
P (j − 1)φ(j − 1)T

(φ(j − 1))P (j − 1)φ(j − 1)T + µ

P (j) =
1

µ
[I − L(j)Tφ(j − 1)]P (j − 1)

estimated value of current cycle velocity is

V̂ (j) = ϑ̂(j − 1)φ(j)T

P (0) is a positive definite matrix, 0 < µ < 1 and πΩ is the orthogonal projection on the
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convex set Ω. Using tracking control law

αadav(j) =
Vr(j)− ĝv(j)V (j)

ĉv(j) + λv
(5.30)

where Vr(j) is the expected velocity and λv > 0 denotes a constant design parameter.

Similarly modified control commands αadaγ (j) for the flight path angle dynamics and
αadah(j) for altitude dynamics are computed. Final adaptive control command is

αada(j) = kvαadav(j) + kγαadaγ (j) + khαadah(j) (5.31)

where kv, kγ and kh are the gains designed for velocity, flight path angle and altitude
respectively. Now the re-targeted angle of attack is given by

α(j) = α(j − 1) + αada(j) (5.32)

Figure 5.1 illustrates the structural chart of all-coefficient adaptive guidance scheme.
The augmented adaptive guidance is a non-iterative algorithm as it is formulated as a stan-
dard input-output control problem and modified adaptive control command αada(j) is com-
puted only once in the guidance cycle.

Stability Analysis

In the adaptive algorithm, guidance subsystems- velocity, altitude and flight path angle
are represented by first order difference equation where the characteristic coefficients are
subset of the closed convex Ω as given in Equation 5.25 and are bounded. For the first
order difference equation, it is easy to establish the the stability analytically and is distinct.
Consider the time variant discrete system given by

y(j + 1) = A(j)y(j) (5.33)

whereA(j) is the system matrix and the solution is given by state transition matrix φ(j, j0).
If the state transition matrix satisfies the constraint ∥φ(j, j0)∥ ≤ kΘj−j0 with j, j0 ∈ N ,
j ∈ (j0,∞) and k ∈ (0, 1), then the system y(j + 1) = A(j)y(j) is exponentially stable.
Now substituting the modified control Equation 5.30 in the characteristic Equation 5.22 we
get

y(j + 1) = g(j)y(j) + c(j)
yr(j)− ĝ(j)y(j)

ĉ(j) + λ
(5.34)
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Figure 5.1: Augmented adaptive guidance scheme

y(j + 1) = (g(j)− ĝ(j)c(j)

ĉ(j) + λ
)y(j) + c(j)

yr(j)

ĉ(j) + λ
(5.35)

Neglecting the reference command term, the above equation becomes

y(j + 1) = (g(j)− ĝ(j)c(j)

ĉ(j) + λ
)y(j) (5.36)

If
R(j) = (g(j)− ĝ(j)c(j)

ĉ(j) + λ
) then y(j + 1) = R(j)y(j) (5.37)

Define
Q(j) =

c(j)

ĉ(j) + λ
, λ = kλq (5.38)

Qmax(j) = max(Q(j)) =
q

q + kλq
(5.39)
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Qmin(j) = min(Q(j)) =
q

q + kλq
(5.40)

substituting these in Equation 5.36

Rmax(j) = max(R(j)) = 1− p− (1− p)Qmin (5.41)

Rmin(j) = min(R(j)) = 1− p− (1− p)Qmax (5.42)

For the system given by Equation 5.36 to remain stable, system matrix has to satisfy
the constraint | R(j) |≤ Θ < 1 which implies that the following inequalities have to be
satisfied

1− p− (1− p)Qmin ≤ Θ (5.43)

1− p− (1− p)Qmax ≥ −Θ (5.44)

substituting for Qmax and Qmin from Equation 5.39 and 5.40, the inequalities modifies to

1− p−Θ

(1− p)
≤

q

q + kλq
(5.45)

1− p+Θ

(1− p)
≥ q

q + kλq
(5.46)

Now the inequality in Equation 5.45 gives the condition

kλ ≤ (1− p)

1− p−Θ
− q

q
when (1− p−Θ) > 0 (5.47)

and if (1 − p − Θ) ≤ 0 the inequality in Equation ?? is satisfied if kλ > 0. Similarly the
inequality in Equation 5.46 gives the condition

kλ ≥
(1− p)

(1− p+Θ)

q

q
− 1 (5.48)

summarizing, for the system to be stable the design parameter kλ should satisfy themax(0,
(1−p)

(1−p+Θ)
q
q
− 1) ≤ kλ ≤ (1−p)

1−p−Θ
− q

q
, if (1− p−Θ) > 0

max(0,
(1−p)

(1−p+Θ)
q
q
− 1) ≤ kλ, if (1− p−Θ) < 0

(5.49)

then
|y(j + 1)| = |φ(j, j0)y(j0)| ≤ kΘj−j0|y(j0)| (5.50)
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and |φ(j, j0)| ≤ kΘj−j0 , the closed loop system is exponentially stable.

5.4 Results and Discussions

To validate the augmented adaptive algorithm, time varying closed loop simulations has
been carried out for different parameter perturbations. In the last chapter [94] it was al-
ready established that the hybrid controller shows robust performance for aero-disturbance
coefficient perturbation up by 20%, control effectiveness perturbation down by 20% and
for the combined perturbations. With adaptive augmentation, the controller is robust to
more than 50% combined aero-perturbations. Table 5.1 gives the initial and final values of
state vectors considered for the simulations. Following different cases are studied.

Table 5.1: Initial and final values of state parameters

Sl no Parameters Value Unit

1 Initial Altitude 22500 m
2 Initial Velocity 1650 m/s
3 Initial Flight path angle 0.0 degree
4 Initial mass 127008 kg
5 Final Altitude 40080 m
6 Final Velocity 3080 m/s
7 Final Flight path angle 6.29 degree

5.4.1 Simulations with Adaptive Controller

Case 1: Aero-disturbance Coefficients (mα, nβ, lβ, zα) +40% Variation

In this case, the aero-coefficients in the longitudinal and lateral dynamics are perturbed by
+40% so that the effective aero-disturbance increases by more than 40%. Fig. 5.2 shows
the comparison between with and without adaptive controller for the longitudinal states
(altitude, velocity, α and flight path angle) and control parameters (elevon deflection and
fuel equivalence ratio) during the entire air-breathing phase. Without adaptive controller,
terminal state pill box conditions are achieved with an error in altitude, velocity, flight path
angle (γ) as 94m, 0.54m/s, 0.00048deg respectively using high control effort on elevon
(30deg deflection). However, using adaptive controller the pillbox conditions are met more
accurately with less control effort (elevon deflection reduces to 20deg). Table 5.2 gives
the terminal pillbox condition achieved for this perturbation with and without adaptive
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control along with nominal. Without adaptive controller, the velocity control parameter -
equivalence ratio (Φ) is reduced to near zero values to meet the terminal states.

Figure 5.2: Case1: Aero-disturbance coefficient +40%

Figure 5.3 shows the comparison between with and without adaptive control after
putting a lower limit of 0.5 on the equivalence ratio. Here without adaptive control, slight
deviation is seen from nominal in velocity and flight path angle towards the end.

Case 2: Aero-disturbance Coefficients (mα, nβ, lβ, zα) + 80% Variation

In this case, the aero-coefficients are perturbed in the longitudinal and lateral dynamics by
+80% thus increasing the effective aero-disturbance by more than 80%. Without adaptive
augmentation, the controller is failing for this perturbation at 43s. However, using adaptive
augmentation, the terminal conditions are achieved accurately, as summarized in Table 5.3.
Figure 5.4 shows the comparison between this case and the nominal for longitudinal states
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Figure 5.3: Case1: Aero-disturbance coefficient +40% with equivalence ratio limit

and control parameters. The tracking error in α (αc−α) increases to 4.6 degrees in about 50
s, but at the end it reduces to less than 1.2 degrees. For the nominal case α perfectly tracks
αc as seen in Figure 5.4. The variation in β and rudder deflection is minimal compared to
the nominal. For this particular perturbation, the variation in the lateral dynamics is shown
in Figure 5.5. The rudder deflection is increased to 4deg around 55s from nominal 2deg to
handle the perturbations on lateral dynamics.

Case 3: Aero-disturbance Coefficients (mα, nβ, lβ, zα) + 80% Variation and
Aero-coefficients of Control Surfaces by −20%

Here the aero-coefficients are perturbed up in the longitudinal and lateral dynamics by 80%
and that are perturbed down in the control surfaces by 20%. Effectively aero-disturbance
increases by 80% and control effectiveness decreases by 20%. In the absence of adaptive
controller, simulation fails at 34s while with adaptive controller, the end conditions are met
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Table 5.2: Final state parameters for Case 1

Final pillbox Nominal Aero-dis +40% Aero-dis +40%
parameters +adaptive control

Time(s) 64.5 64.5 64.5
Altitude(m) 40082.3016 40082.3598 40082.3567
Velocity(m/s) 3086.27 3086.81 3086.53
Flight path angle(◦) 6.2961 6.29658 6.2962

Table 5.3: Final state parameters for Case 2

Final pillbox Nominal Aero-dist +80% Aero-dist +80%
parameters +adaptive control

Time(s) 64.5 Controller fails 64.5
Altitude(m) 40082.3016 at 43s 40082.325
Velocity(m/s) 3086.27 - 3086.79
Flight path angle(◦) 6.2961 - 6.2964

accurately. Figure 5.6 shows the comparison between this case and nominal for the longitu-
dinal states and control parameters. The elevon deflection is demanding to near saturation
of 60deg and throttle equivalence ratio is below zero. The tracking error in α(αc − α) is
of the order of 10deg around 50s which decreases towards the end to less than 4deg. After
putting the limit of 0.5 on equivalence ratio, the state parameters are not meeting the ter-
minal condition as shown in Figure 5.6. This indicates that this perturbation level defines
the limit of performance for the adaptive controller. Table 5.4 gives the terminal pillbox
condition achieved for this perturbation with and without limit on equivalence ratio along
with nominal.

Table 5.4: Final state parameters for Case 3

Final pillbox Nominal Aero-dis+80% Aero-dis+80% Aero-dis+80%
parameters cntrl−20% cntrl−20% cntrl−20%+adacntl

+adacntl +clamp on Φ

Time(s) 64.5 Controller fails 64.5 64.5
Altitude(m) 40082.3016 at 34s 40082.034 39763.78
Velocity(m/s) 3086.27 - 3086.84 2772
Flight path angle(◦) 6.2961 - 6.2987 7.297
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Figure 5.4: Case2: Aero-disturbance coefficient +80%

5.4.2 Simulations with Adaptive Guidance Law

In this section, cases simulated are mainly to validate the adaptive guidance algorithm. The
following cases are generated

1. thrust variation by tuning the propulsion coefficients.

2. saturation of the control surfaces by tuning the aero-coefficients.

Case 1: Lower bound thrust

Figure 5.7 shows the dispersion of the lower bound (LB) and upper bound (UB) in thrust
with respect to the nominal value. Figure 5.8 shows the comparison between lower bound
thrust perturbation and the nominal for the longitudinal states and control parameters. Here
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Figure 5.5: Case2: Aero-disturbance coefficient +80%: Lateral dynamics

the αc is re-targeted to meet the final conditions due to the reduction in thrust. Table 5.5
summarizes the final pillbox conditions achieved with and without adaptive guidance.

Table 5.5: Final state parameters for lower bound thrust perturbation

Final pillbox Nominal Thrust LB Thrust LB
parameters +adaptive Guidance law

Time(s) 64.5 64.5 64.5
Altitude(m) 40082.3016 39896.95 39905.634
Velocity(m/s) 3086.27 3077.33 3085.4
Flight path angle(◦) 6.2961 6.45 6.4

Case 2: Elevon Actuator Saturation

In this case, aero-coefficients are tuned so that the elevon control demand is more than
60deg for 10s from 26s to 56s. Without adaptive guidance and with limit on control surface
as 60deg, simulation fails at 48s. With adaptive guidance, αc is re-targeted, which avoids
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Figure 5.6: Case 3: Aero-disturbance coefficient +80% with
control effectiveness −20%

the elevon saturation in meeting the terminal conditions. Figure 5.9 shows the comparison
between the αc re-targeting case and the nominal for the longitudinal states and control
parameters.

5.4.3 Monte-Carlo Simulations

The model uncertainties and parameter dispersion have a large impact in the air-breathing
phase of ABSLV. 6D MC simulations (MC) are done to assess the robustness and adapt-
ability of the adaptive control guidance algorithm under wide range of random dispersion
of parameters. Gaussian random dispersion is applied over the nominal value of the input
parameters- propulsion, aero-coefficients, atmospheric density, initial mass, initial altitude,
initial velocity and initial flight path angle. Table 5.6 gives the type of distribution and the
variation 3σ applied to the mean value for the input parameters. Figure 5.10 illustrates
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Figure 5.7: Variation of Nominal, upper and lower bound thrust profile

the spread of the longitudinal states and control parameters for 1500 MC simulations. MC
variation of thrust, mass, moment coefficients (mα, lβ), force coefficient ((zα) and pitch
rate is shown in Figure 5.11. Figure 5.12 gives the histogram of errors on terminal velocity,
altitude and flight path angle and is less than 3m/s, 12m and 0.1deg respectively, which
establishes the robustness of adaptive guidance algorithm. Table 5.7 gives the mean,
minimum-maximum range and 95% confidence interval (is the range from 2.5 percentile
to 97.5 percentile). Since the error distribution curves are not Gaussian, higher-order statis-
tical moments like skewness and kurtosis are computed to assess how the samples disperse

Table 5.6: Parameter distribution and variation for MC simulation

State/Parameter Mean 3σ Distribution type

Initial Mass 127008kg 19000kg Gaussian
Atmospheric Density Nominal 15% Gaussian
Thrust parameters Nominal 10% Gaussian
Initial Altitude 22.5km 6.3km Gaussian
Initial Velocity 1650m/s 25m/s Gaussian
Initial flight path angle 0◦ 0.5◦ Gaussian
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Figure 5.8: Angle of attack re-targeted for lower bound thrust perturbation

between a distribution’s center and tails. Kurtosis is computed from the 4th central moment
(µ) asKurt = µ4/σ4. High value (normal distribution has kurtosis 3) denotes a distribution
with thin tail and a high peak as seen in velocity error curve. Here skewness (measure of
asymmetry) of the velocity error curve is -12.8 shows that it is left skewed curve. Similarly
interquartile range gives the range of values that reside in the middle 50% of the dataset,
given by the median of lower half and upper half of the dataset. Table 5.8, gives median,
skewness, kurtosis and inter-quartile range of the three state error distribution curves.

Table 5.7: State error distribution specification for MC simulation

Parameter Mean Min Max 95% confidence interval
[2.5% to 97.5%]

Final velocity error, m/s -0.012 -2.732 0.226 [-0.159 to 0.131]
Final altitude error, m -0.306 -11.20 1.48 [-2.081 to 0.960]
Final flight path angle error, deg +0.003 -0.001 0.087 [-0.0002 to 0.022]
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Figure 5.9: State parameters for elevon saturation case

Monte-Carlo simulation with wind perturbations

The wind perturbations over a typical measured wind in the upper atmosphere shown in
Figure 5.13 is considered for simulation. The wind velocity in Geographic frame is con-
verted to the ECI frame, and the relative velocity in the ECI frame is computed according
to Equation 2.24. Figure 5.14 shows the state vectors, the deflection of the elevon, and the
fuel equivalence ratio for the MC simulation. Here, the variation in α due to the velocity
of the wind and the corresponding elevation deflection to achieve the desired αc is clearly
seen. Figure 5.15 gives the histogram of errors in the terminal velocity, altitude, and flight
path angle with wind perturbations. The terminal error variation remains almost same with
that of without wind perturbation.
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Figure 5.10: State vectors for MC simulation

5.5 Summary

During the air breathing phase, the hypersonic vehicle is subjected to a rapidly chang-
ing flight envelope. To handle uncertain dynamics and time-varying parameter uncertain-
ties, existing integrated guidance and controller for this phase is augmented with adaptive
controller and adaptive guidance law. The adaptive controller is based on derivative free
adaption law which handles the time-varying uncertainties faithfully without compromis-
ing for closed-loop response. Stability analysis of the controller is done using Lyapunov-
Krasovskii functional. Characteristic model-based all-coefficient adaptive guidance is used
to re-target the vehicle to a sub-optimal trajectory for significant degradation in propulsion
and performance. Quite a lot of numerical simulations are done to establish the perfor-
mance of the new controller and the limits of performance. The robustness of the algorithm
is demonstrated through MC simulations considering dispersion on initial state vectors,
aero-coefficients, and propulsion parameters.
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Figure 5.11: Parameters for MC simulation

Figure 5.12: Final state vector error distribution diagram for MC simulation
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Table 5.8: State error distribution specifications for MC simulation

Parameter Median Skewness Kurtosis Interquatertile range
[25% to 75%]

Final velocity error, m/s -0.005 -12.80 260.90 [-0.054 to 0.041]
Final altitude error, m -0.211 -4.10 35.20 [-0.623 to 0.168]
Final flight path angle error, deg -0.00 +6.16 51.20 [0.0003 to 0.0014]

Figure 5.13: Wind perturbations considered for MC simulation
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Figure 5.14: State parameters for MC simulation with wind perturbation

Figure 5.15: Final state vector error distribution diagram for MC simulation with wind
perturbation
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Chapter 6

Conclusions and Future Scope

This research work deals with the development of integrated guidance and control laws
during the air-breathing phase of ABSLV. The summary of this research work is as follows.

1. A six-dimensional trajectory model for the winged cone configuration of ABSLV
was developed addressing the coupling dynamics between various subsystems..

2. Using six-dimensional trajectory, guidance algorithm was formulated based on, op-
timal control law taking altitude, velocity and mass as states and angle of attack as
control command, considering the effect of controller on guidance states. The algo-
rithm was numerically solved using Gauss pseudo-spectral method.

3. Further, an integrated multi-input multi-output controller was designed with rota-
tional states both longitudinal and lateral and translational states simultaneously.
Controller design is based on hybrid control law with i) decoupling controller for
input output decoupling through state feedback and ii) classical controller designed
in each channel to ensure robustness.

4. An adaptive control law based on derivative free update law was augmented to the
existing controller to handle a wide range of parametric uncertainties by tuning the
adaption gain without compromising the stability of the overall system. Similarly
an all-coefficient adaptive guidance law was developed to predict the terminal state
and re-commanded the control inputs to achieve the predicted terminal states at air-
breathing phase in case of control surface failure condition or for degraded propulsion
performance.

5. The new adaptive integrated controller was validated through various parameter per-
turbations for aerodynamic parameters, control effectiveness, and propulsive param-
eters, and also evaluated the limit of perturbation that the overall system can handle.
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Finally, the new scheme’s robustness is demonstrated via Monte-Carlo (MC) simu-
lations.

The future directions of the research work carried out in this thesis are as follows.

• Including the flexible effects in the control design level and its effects on propulsion
and control structure interaction to be demonstrated through simulation.

• Structural modes can be modeled as unmodeled dynamics and its effects on adaptive
controller can be studied.

• Modification terms to be added to the derivative free adaptive law to improve robust-
ness.

• Wind gust, sensor/navigation errors can be included in the MC simulation.
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Appendix A

Scramjet Engine Model

A short overview of the scramjet engine model is briefed here.

Scramjet Model

The scramjet engine forms the air breathing combustion system in which free stream air is
compressed in the intake due to ram effect and then allowed into the combustion chamber
where the fuel is injected and combustion take place. The hot gases after combustion are
exhausted through convergent divergent nozzle to produce the thrust.

Scramjet model used in [1] consists of an inlet, an isentropic diffuser, a 1D Rayleigh
flow combustor, and an isentropic internal nozzle. A single (long) fore-body compression
ramp provides conditions to the rear-shifted scramjet inlet. Figure A.1 shows the schematic
of a scramjet vehicle. The inlet is a variable geometry inlet but for this study the diffuser

Figure A.1: Schematic of scramjet vehicle
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area ratio Ad = A2

A1
= 1. Figure A.2 shows the schematic of scramjet engine. The model

assumes the presence of an infinitely fast cowl door which uses angle of attack to manage
the shock-on lip condition.

Figure A.2: Schematic of scramjet engine

At the design operating condition, the bow shock impinges on the engine inlet and at
speeds below the design flight condition and/or larger flow turning angles, the cowl moves
forward to capture the shock. At larger speeds and/or smaller flow turning angles, the bow
shock is swallowed by the engine. In either case, there is a shock reflected from the cowl
or within the inlet (i.e. we have a bow shock reflection). This reflected shock further slows
down the flow and steers it into the engine. It should be noted that shock-shock interactions
are not modeled. The model uses liquid hydrogen (LH2) as the fuel. It is assumed that fuel
mass flow is negligible compared to the air mass flow. The model also captures linear fuel
depletion.

Bow shock conditions: A bow shock will occur provided flow deflection angle δs is
positive

δs = α + τ1l + flexing angle > 0 deg (A.1)

where τ1l > 6.2 deg is the lower fore-body wedge angle (see Figure A.1). If δs < 0,
a Prandtl-Meyer expansion will occur. Given the above, a bow shock occurs when the
following flow turning angle (FTA) condition is satisfied

FTA = α + flexing angle > 6.2 deg (A.2)

The properties (mach,temperature,pressure) across the bow shock inlet, diffuser exit, com-
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bustor inlet and combustor exit can be computed using compressible flow dynamics. The
bow reflection turns the flow parallel into the scramjet engine. If f denotes fuel-to-air ra-
tio and fst denotes stoichiometric fuel-to-air ratio, then the stoichiometric normalized fuel
equivalence ratio is given by Φ = f

fst
which is the engine control. The purpose of the

expanding internal nozzle is to recover most of the potential energy associated with the
compressed (high pressure) supersonic flow. The thrust produced by the scramjet’s internal
nozzle is given by

Thrustinternal = ṁa(ve − v∞) + (pe − p∞)Ae (A.3)

where ṁa is the air mass flow rate through the engine, ve is the exit flow velocity, v∞ is
the free-stream flow velocity, pe is the pressure at the engine exit plane, A1 is the engine
inlet area, Ae is the engine exit area. The purpose of the expanding external nozzle is to
recover the rest of the potential energy associated with the compressed supersonic flow.
The length of the nozzle should be properly selected so that exit pressure is equal to free
stream pressure and maximum thrust is produced.

Thrustexternal = p∞La
pc
p∞

[ ln( pc
p∞

)
pc
p∞

− 1

]
tan(τ2 + τ1u) (A.4)

Total thrust is Ttot = Thrustinternal + Thrustexternal

Controller for Scramjet Engine

The main objective of the controller for scramjet engine is

1. dynamically produces the thrust by tracking the thrust command by regulating the
fuel flow to the combustion chamber.

2. regulation of back pressure to manage the shock at the inlet as forward as possible so
that the maximum pressure recovery is achieved with minimum fuel by varying the
throat area of the nozzle.

The Figure A.3 shows the schematic air-breathing combustion system. Stations 1 through
4 form the intake; Station 2 is the cowl lip, and Station 3 is the notional location of the
terminal shock. Stations 4 through 7 represent the combustor, Station 5 is the fuel injection
point, and Station 6 is the dump behind which the pilot flame is maintained. The exhaust
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Figure A.3: Schematic of air-breathing combustion system

nozzle extends from Stations 7 to 9 with Station 8 being the throat. The dynamics of the
combustion system is represented by following set of differential equation

Ṗ4 =
1

τ54
[P4ss − P4] (A.5)

Ṗ5 =
1

τ75
[P4ss − P4] (A.6)

Ṫ05 =
1

τ45
[T05ss − T05] (A.7)

˙̇
5m =

1

τ45
[ṁ5ss − ṁ5] (A.8)

Using isentropic flow relations to compute the choked mass flow rate ṁ8 through the throat
with recovery factor rn = 0.98 and γ = 1.2

Ṗ7 =
1

B
[ṁ7 − Ath

rnP07
√
γ

√
RT07

(
2

γ + 1
)

γ+1
2(γ−1) ] (A.9)

Ṗ7 =
1

τ57
[P7ss − P7] (A.10)
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Ṫ07 =
1

τ57
[T07ss − T07] (A.11)

ṁ7 =
1

τ57
[m7ss −m7] (A.12)

where Pi is pressure at station i, P0i and T0i are stagnation pressure and temperature at
station i respectively, ṁi is the mass flow rate at station i, τij is the time constant between
stations i (1 to 9) and j (1 to 9), B is the back pressure factor, R is the universal gas
constant and Ath is the throat area control. the interface between different components of
air breathing combustion system is shown in Figure A.4

Figure A.4: Interface between different components of air-breathing combustion system

It is important for the controller to maintain the shock at the intake so that high air flow
rate is achieved. This depends on the pressure P4 at Station 4 at the given flight condition
altitude, velocity and flight path angle. If P4 exceeds a critical value P4c then the air flow
into the combustor is drastically reduced and thrust will be low. If the pressure is very
low then pressure recovery is poor and fuel consumption will be more to produce the same
thrust. Thus the controller has to maintain the pressure P4 to a predefined value p4opt which
is marginally less than P4c. This achieved by controlling the throat area Ath. The throat
dimension is varied using throat area actuator based on Ath control.

Fuel flow rate controller is designed to control fuel flow rate into the chamber so that
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thrust follows the commanded thrust. Thus in summary, the controller for air breathing
combustion system has intake back pressure P4 as the output with fuel flow rate and nozzle
throat area as input. But the range of the thrust variation obtained with throat area is limited.
The two controllers can be blended with single P4 command input as both throat area and
fuel flow rate influence almost the entire range of P4 values. Strategy for the controller
design is shown in Figure A.5.

Figure A.5: Controller for air-breathing combustion system
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Appendix B

Aerodynamic Force and Moment Coeffi-
cients

Aerodynamic force and moment coefficients of the basic vehicle and the control surfaces
are generated from the data base of [77]. Aerodynamic force and moment coefficients of
the basic vehicle as a function of angle of attack and Mach number are shown in Figure B.1
to Figure B.6.

Figure B.1: Drag increment coefficient of basic vehicle (CD0) as a function of α and Ma
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Figure B.2: Lift increment coefficient of basic vehicle (CL0) as a function of α and Ma

Figure B.3: Side force with side slip derivative of basic vehicle (CY β) as a function of α
and Ma
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Figure B.4: Rolling moment with side slip derivative of basic vehicle (Clβ) as a function
of α and Ma

Figure B.5: Pitching moment increment coefficient of basic vehicle (Cm) as a function of
α and Ma

The damping derivative for basic vehicle are shown in Figure B.7 to Figure B.9.
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Figure B.6: Yawing moment with side slip derivative of basic vehicle (Cnβ) as a function
of α and Ma

Figure B.7: Pitching moment with pitch rate dynamic derivative of basic vehicle (Cmq) as
a function of α and Ma
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Figure B.8: Yawing moment with yaw rate dynamic derivative of basic vehicle (Cnr) as a
function of α and Ma

Figure B.9: Yawing moment with roll rate dynamic derivative of basic vehicle (Cnp) as a
function of α and Ma

The force and moment coefficient for left elevon are shown in Figure B.10 to Figure
B.15.
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Figure B.10: Drag coefficient for left elevon (Cdδl) as a function of α and Ma

Figure B.11: Lift coefficient for left elevon (CLδl) as a function of α and Ma
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Figure B.12: Side force increment coefficient for left elevon (Cyβδl) as a function of α and
Ma

Figure B.13: Rolling moment coefficient for left elevon (Clδl) as a function of α and Ma
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Figure B.14: Pitching moment coefficient for left elevon (Cmδl) as a function of α and Ma

Figure B.15: Yawing moment coefficient for left elevon (Cnδl) as a function of α and Ma

The force and moment coefficient for right elevon are shown in Figure B.16 to Figure
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B.21.

Figure B.16: Drag coefficient for right elevon (Cdδr) as a function of α and Ma

Figure B.17: Lift coefficient for right elevon (CLδr) as a function of α and Ma
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Figure B.18: Side force increment coefficient for right elevon (Cyβδr) as a function of α
and Ma

Figure B.19: Rolling moment coefficient for right elevon (Clδr) as a function of α and Ma
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Figure B.20: Pitching moment coefficient for right elevon (Cmδr) as a function of α and
Ma

Figure B.21: Yawing moment coefficient for right elevon (Cnδr) as a function of α andMa

The force and moment coefficient for rudder are shown in Figure B.10 to Figure B.15.
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Figure B.22: Drag coefficient for rudder (Cdδru) as a function of α and Ma

Figure B.23: Side force increment coefficient for rudder (Cyβδru) as a function of α and
Ma
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Figure B.24: Rolling moment coefficient for rudder (Clδru) as a function of α and Ma

Figure B.25: Pitching moment coefficient for rudder (Cmδru) as a function of α and Ma
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Figure B.26: Yawing moment coefficient for rudder (Cnδru) as a function of α and Ma
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Appendix C

Vacuum Phase Guidance : Analytical Op-
timal Solution

Analytical solutions for optimal guidance problem in vacuum phase are available [95] over
the past decades as summarized in [22]. The main features of the algorithm are

1. linear gravity gradient approximation

2. the closed form solution of co-state equation

3. the closed form solution of state equation using quadrature formulae

Let r0 be the position vector. Then acceleration due to gravity g is approximated as a linear
function of the position vector r as

g =
µE

r30
= −ω2r (C.1)

where µE is the gravitational parameter of the earth and ω is the Schuler frequency at r0.
This approximation preserves the change in direction of g with respect to r0 and magnitude
is slightly different from that of a Newtonian central gravity field. For the exo-atmosphere
phase the axial aerodynamic force A and normal aerodynamic force L are zero, hence
Equation 3.14 and 3.15 reduces to

ṙI = VI (C.2)

V̇I = grI +
TIb
m

(C.3)
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Let g0 = µE

r30
be the magnitude of acceleration due to gravity at r0. Normalizing the equation

with g0 gives

V̇I = −r + T (τ)Ib (C.4)

where T (τ) = Tvac

m(τ)g0
with τ as normalized time computed at the beginning of each guid-

ance cycle. Considering the control constraint µ(IbT Ib − 1), the Hamiltonian in Equation
3.18 reduces to

H = P T
r VI + P T

v [−r + T (τ)Ib] + µ(Ib
T Ib − 1) (C.5)

The optimal condition ∂H

∂I⃗b
= 0 gives

I∗b =
T (τ)

2µ
Pv (C.6)

The sufficient condition for optimal control is

∂2H

∂Ib
2 = 2µI3 < 0 (C.7)

We have µ < 0, hence the well proved concept that optimal thrust direction must be aligned
to the direction co-state vector Pv. The co-state equations 3.19 and 3.20 now become

Ṗr = Pv (C.8)

Ṗv = −Pr (C.9)

The co-state equations have a closed loop solution of the form[
Pv(τ)

−Pr(τ)

]
=

[
cos(τ)I3 sin(τ)I3

− sin(τ)I3 cos(τ)I3

][
Pv0(τ)

−Pr0(τ)

]
= Ω(τ)

[
Pv0(τ)

−Pr0(τ)

]
(C.10)

where Pv0, Pro are the initial values of co-state vectors at the beginning of each guidance
cycle and I3 denotes a 3x3 unit matrix. Now the thrust integrals can be defined as

Ic(τ) =

∫ τ

0

Ipv cos ζT (ζ)dζ =

∫ τ

0

İc(ζ)dζ (C.11)
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Is(τ) =

∫ τ

0

Ipv sin ζT (ζ)dζ =

∫ τ

0

İc(ζ)dζ (C.12)

Here the thrust varies with time as mass is changing. It is assumed that throttling of the
engine is adjusted such that the axial acceleration constraint is met. Using this solution of
thrust integrals, the state equations are given by[

r(τ)

V (τ)

]
= Ω

[
r0

V0

]
+ Γ(τ)

[
Ic(τ)

Is(τ)

]
(C.13)

where

Γ(τ) =

[
sin(τ)I3 − cos(τ)I3

cos(τ)I3 sin(τ)I3

]
The the thrust integrals Ic and Is are solved using numerical quadrature scheme. P.Lu etal
uses Milne’s rule for higher precision and low computational time with δ = τtogo/4 where
τtogo is the time required to reach the engine cut off, which can be computed for optimal
problem with free final time. With Milne’s rule the thrust integrals are

Ii(τtogo) =
τtogo
90

[7İi(0) + 32İi(δ) + 12İi(2δ) + 32İi(3δ) + 7İi(4δ)] i = c, s (C.14)

Using this thrust integrals, co-states are solved using Equation C.14. Thus the state, co-
state variables and the six terminal conditions as per Equations 3.30, 3.31 are functions of
Pr0, Pv0. The time-to go τtogo for engine shut off is computed from Equation 3.60. From
the co-state Equation C.10 it can be shown that

d∥P (τ)∥
dτ

= 0 (C.15)

which follows ∥P (τ)∥ = constant. Thus the seventh terminal condition

∥P (τ)∥ = 1 (C.16)

is satisfied if P0 is scaled to have ∥P0∥ = 1. To summarize the minimum time vacuum
phase optimal guidance problem is a root finding problem with seven unknowns, terminal,
transversal constraints and constraint given by Equation C.16, which can be solved using
modified Newton method.
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Appendix D

Derivative Based Adaptive Control

Consider the overall system represented by

ẋm(t) = Amxm(t) +Bmu(t) +Hgxg(t) (D.1)

ẋg(t) = Agxg(t) +Hmxm(t) (D.2)

where xm(t) is the modelled state vector, u(t) is the control input vector, xg(t) is the un-
modelled state vector and Hg, Hm and Ag are unknown parameters. To handle the param-
eter and model uncertainties, derivative based adaptive control law is used. The control
input to plant is modified to continuously track the reference system as

u(t) = ν(t) + uada(t) (D.3)

where the adaptive part uada(t) is

uada = −ŵT
m(t)µm[xm(t)] (D.4)

Based on derivative based adaptive law, estimated weight function should satisfy the update
law given by

˙̂wm(t) = Γµm(xm(t))ε
T (t)PBm(α,Q) (D.5)

where
ε(t) = xt(t)− xm(t) (D.6)

is the tracking error and Γ is the adaption gain with Γ > 0.
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Stability Analysis

Using the Lyapunov functional the stability properties can be examined.

V [ε(t), w̃m(t), xg(t)] =
1

2
ε(t)2(t) +

1

2
xg

2(t)

+
Γ−1Bm

2
w̃m(t)w̃

T
m(t)

(D.7)

where
w̃m(t) = wm(t)− ŵm(t) (D.8)

is the weight estimation error and ε(t) satisfies

ε(t) = −At(α,Q)ε(t) +Bm(α,Q)wm(t)µm[xm(t)] +Hgxg(t) (D.9)

Differentiating the above equation gives

V̇ [ε(t), w̃m(t), xg(t)] ≤ −

[
|ε(t)|
|xg(t)|

]T [
At −1

2
(|Hm|+ |Hg|

−1
2
(|Hm|+ |Hg|) Ag

][
|ε(t)|
|xg(t)|

]
+ |Hm∥xt(t)∥xg(t)|

(D.10)

then [
At −1

2
(|Hm|+ |Hg|

−1
2
(|Hm|+ |Hg|) Ag

]
> 0 (D.11)

which implies

AtAg >
1

4
(|Hm|+ |Hg|)2 (D.12)

is the sufficient condition for closed loop stability as the last term in Equation D.9 is linear
in xg(t). Hence the only way to improve the robustness to unmodelled dynamics is to
increase At. Generally At detects the bandwidth of the closed loop system, it can not be
chosen sufficiently large to improve the robustness to unmodelled dynamics as there is a
likelihood of control saturation. Thus the adaptive gain law can generate high feedback
gain for fast adaption which excites the unmodelled dynamics and leads to instability and
unbounded solutions.
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Modification terms for adaptive laws

Modification terms can be added to the adaptive laws to improve the robustness. The idea
behind the leakage term is to modify the adaptive law in such a way that the time derivative
of Lyapunov function is becomes negative when the the estimate of uncertain parameters
exceeds certain limit. The various modifications for leakage term in ẇm(t) equation are

1. with e−modification2 term the Equation D.5 modifies to

˙̂wm(t) = Γµm(xm(t))ε
T (t)PBm(α,Q)− Γe∥ε(t)∥ŵm(t) (D.13)

where Γe is a fixed gain.

2. with σ−modification term the Equation D.5 modifies to

˙̂wm(t) = Γµm(xm(t))ε
T (t)PBm(α,Q)− Γσŵm(t) (D.14)

where Γσ is a fixed gain.

3. Another effective method of eliminating parameter drift and keeping the estimation
of parameters to lie inside some known convex bound set in the estimation space is
the gradient projection method.

with projection methods D.5 modifies to

˙̂wm(t) = ΓpProj[ŵm(t), µm(xm(t))ε
T (t)PBm(α,Q)] (D.15)

where Γp is a fixed gain.

Projection operator-Proj: Consider a convex hyperspace of the form

Ω =
{
θ ∈ Ren : (θmin

i ≤ θi ≤ θmax
i )i=1,2,...,n where θmin

i and θmax
i respectively

represent the minimum and maximum values of ith component of the n−dimensional
vector θ.

Further consider a sufficiently small positive constant ϵ0, consider another hyper-
space of the form Ωϵ0 =

{
θ ∈ Ren : (θmin

i + ϵ0 ≤ θi ≤ θmax
i − ϵ0)i=1,2,...,n where

Ωϵ0 ∈ Ω then the projection operator Proj :∈ RenRenRen is defined component
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wise as

Proj[θ, y] =


(θmax

i −θi)y

ϵ0
, if θi > θmax

i − ϵ0 and yi > 0

(θi−θmin
i )y

ϵ0
, if θi < θmin

i + ϵ0 and yi < 0

yi otherwise where yi ∈ Ren

(D.16)

4. with κ-modification the system is desired to achieve a prescribed natural frequency
and damping for error transients. This provides a filtering effect which helps to get
smooth transient responses. Along with σ−modification term, κ-modification is also
introduced with which D.5 modifies to

˙̂wm(t) = Γµm(xm(t))ε
T (t)PBm(α,Q)− Γσŵm(t)− Γκ

∫ t

t−T

ŵm(s)ds (D.17)

where Γκ [96] is the positive stiffness learning rate and T > 0 adding an integral
form of stiffness to the first order weight update law. κ-modification is equivalent
to having a T time delayed feedback of weight estimate so that oscillations in the
adaptive control can be reduced by proper choice Γκ along with other adaption gains.

5. Similarly Optimal control modification [46], [97] also adds damping to the weight
update law there by reducing the high frequency oscillations. The damping term
depends on persistent excitation condition. With this excitation also the weight func-
tions are bounded and exponentially stable. With optimal modification Equation D.5
modifies to

˙̂wm(t) = Γµm(xm(t))ε
T (t)PBm(α,Q)

− Γopµm(xm(t))µm(xm(t))
T ŵm(t)B

T
mPA

−1
t Bm

(D.18)

For derivative based adaptive law, high adaptive gain is required for the fast adaption which
is expected to have adverse effect on robust stability and normal tracking performance.
About the leakage terms added to improve the robustness, σ and e−modifications require
no prior information about the plant. Projection based adaptive laws with dynamic normal-
ization are robust with respect to the dynamic uncertainty.
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